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build integral indicators of the performances of the functioning of socio-economic systems. The 
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functions of the results of the functioning of the elements of the subsystem and their correlation 
matrix. The parameters of the aggregated production function are determined from solving the 
problem of maximizing the likelihood function of a random variable – the residuals of production 
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Introduction

When assessing the results of the 
functioning of regional socio-eco-
nomic systems (RSES), both pri-

vate and integral indicators are used, the latter 
of which are reduced to aggregating the effec-
tive features of SES elements, including in the 
tasks of identifying significant factors, mode-
ling and forecasting socio-economic processes 
[1, 2] in the context of sustainable, balanced 
development [3]. In most cases, aggrega-
tion is carried out in the form of averages and 
weighted averages of various types [4–7], or 
using generally recognized analysis of the func-
tioning environment [8, 9], component anal-
ysis [10, 11]) and special algorithms for con-
structing integral indicators [12, 13] with an 
analysis of the correctness of their construction 
[14]. The volume of gross domestic product 
by region for the corresponding types of eco-
nomic activity within the sectoral [15] or spa-
tial-temporal [16] classifications of socio-eco-
nomic subsystems is most often used as private 

indicators for assessing the functioning of the 
RSES, which are part of the integral indica-
tor, to assess the balance of the functioning of 
the regions – subjects of the Russian Federa-
tion. According to the spatial-temporal classi-
fication of Kleiner, SES includes subsystems of 
four types: object (limited in space, not limited 
in time), environment (not limited in space or 
time), process (not limited in space, limited 
in time), project (limited in space and time). 
The regional project subsystem can be repre-
sented as three elements, each of which is a 
set of economic units – institutional units –  
residents of the region (in the terminology of 
the system of national accounts) contributing 
to the volume of gross domestic product by 
region (GDP by region) in sections F (con-
struction), G (wholesale and retail trade),  
K (financial activity) in accordance with the 
All-Russian classifier of types of economic 
activity (OKVED, NACE). The second edi-
tion of OKVED 2 (NACE rev.2) has been used 
since 2017; previously OKVED 1 (NACE rev. 1)  
was used.

functions aggregated according to a similar rule. On the example of a project subsystem within the 
framework of the Kleiner’s spatial-temporal classification of socio-economic systems we obtained 
adjusted values of the parameters of a function that includes power-law multiplicative models of the 
relationship between the volume of gross domestic product by region for sections F (construction), 
G (wholesale and retail trade), K (financial activity) according to NACE 2 and the cost of fixed 
assets (total for section K, for sections F and G), the average annual number of employees (for 
sections F and G) and the average annual population (for section K), based on data for 2015–2020 
(sections G, K) and 2018–2020 (section F) for the regions of the Central Federal District. The 
EFRA software package and Python’s project were used as tools. The results obtained can be used 
by regional authorities in assessing the functioning of the regions and the formation of appropriate 
standards in the short term.
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In order to model and predict the values of 
particular indicators – the results of the func-
tioning of the elements of the RSES – we use 
models of the relationship of productive and 
factorial features in the form of economic and 
statistical models – production functions (PF) 
that establish the relationship between output 
volume and production factors, including lin-
ear [17, 18], quadratic [19], logarithmic [20], 
translogarithmic, constructed on the basis of 
the Cobb-Douglas function [21], transcen-
dental [22], power multiplicative (most often 
found in publications), including taking into 
account the innovative component [23] etc. 
The choice of the functional form of models is 
most often determined by the researcher based 
on verification of a set of statistical hypothe-
ses. It is also possible to introduce additional 
selection criteria related, for example, to the 
qualitative content of the model and the pri-
orities of the RSES control centers if the mod-
els are used to set norms [24]. To estimate their 
parameters, conventional (OLS) and general-
ized least squares (GLS) and maximum like-
lihood (MLE) methods are traditionally used.

For an SES subsystem characterized by a 
set of models, its integral evaluation requires 
aggregation of the corresponding models of 
the functioning of the elements, in the simplest 
case determined by their simple or weighted 
average sum. However, due to the presence of 
interrelations between the elements, the pro-
cedure for searching for the parameters of the 
model that characterizes the result of the func-
tioning of the subsystem as a whole, the param-
eters of the aggregated production function 
(APF) are already becoming unobvious.

The author’s work [25] presents a method for 
estimating the parameters of the APF tested 
on the example of a two-component APF. In 
this article, we aim to apply the method for the 
three-dimensional case when the aggregated 
production function is determined by a quad-
ratic convolution of three production func-
tions, each of which characterizes the results of 

the functioning of an element of a three-ele-
ment subsystem of the SES. Using the exam-
ple of evaluating the results of the functioning 
of the project subsystems of the regions of the 
Central Federal District, we test the hypoth-
esis about the possibility of using the method 
to refine the parameters of an aggregated pro-
duction function based on the EFRA software 
package [26], as well as a software project spe-
cially developed in Python.

1. Methodology for evaluating  
the results of the subsystem  

functioning and constructing  
an aggregated production function

To evaluate the results of the functioning of 
the SES subsystem, we propose to use an inte-
gral indicator with the properties of monotony, 
identity, commensurability, dimensionlessness 
and transitivity, and also to take into account 
the relationships between the elements [27]:

   	
(1)

where ,  are corresponding values of 
the paired correlation coefficient between i1-th 

,  and i2-th ,  variables (resulta-
tive features, respectively, actual and expected 
(normative), the values of the latter in the time 
period t, are determined using the production 
function (PF)) (i1, i2 = 1, ..., I , I is the number 
of resultative features of a k-subsystem of type 
sq

 ); the index “0” shows that the values of vari-
ables are reduced to a scale from 0 to 1 by con-
verting standardized (centered and normal-
ized) values of absolute values:
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Here  is yi, ;   means that the variables (we 
will consider them random variables) are cen-
tered and normalized:

                 ,	 (3)

where ,  are the mean and stand-
ard deviation of the combined k and t samples.

If the value of the indicator is greater than or 
equal to one, then the functioning of the sub-
system can be considered satisfactory. Simi-
larly in formula (1), particular performance 
indicators are constructed determined by the 
ratio of actual and normative values (calculated 
by the production function (PF)) reduced to a 
scale from 0 to 1 in accordance with formulas 
(2) and (3).

The expression standing in the denominator 
(1) is an aggregated production function (APF) 
formed by a quadratic convolution of the pro-
duction functions of the productive features i1, 
i2 and the corresponding correlation matrix.

The relationship between the values of effec-
tive features and factors can be represented as 
[25]:

           .	 (4)

where k is the number of population elements, 
(k = 1, ..., K  N); 

t is the observation time of the k-th of the pop-
ulation element (t = 1, ..., T  N); 

i is the index of a random variable (i = 1, ...,  
m  N); 

Ci, j are parameters of the function ; 

 are the values of the stochastic random 
component :

          (5)

In order to eliminate the influence of units 
of measurement, we will consider standardized 
random variables  with a joint probability dis-
tribution density: 

               (6)

where ,  are the determinant and algebraic 
complements of the correlation matrix , cor-
respondently, the elements of which are paired 
correlation coefficients; . 

Then the probability distribution density of a 
random variable , which are aggregated ran-
dom variables, will be defined as:

  (7)

where the region of integration D depends on 
the combination .

We will conside D as a quadratic convolution 
in two variants:

,   (8)

.                (9)

The formula (8) corresponds to the differ-
ence between the numerator and the denomi-
nator of the expression (1) used to calculate the 
integral performance indicator.

To simplify calculations, it is necessary to 
bring the quadratic form to a canonical form 
by calculating eigenvalues and eigenvectors, or 
use the Lagrange method.
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For the two-dimensional case, an analyti-
cal expression of the probability distribution 
density is obtained [25]. For the three-dimen-
sional case, the density expression can be rep-
resented in quadratures in a spherical coordi-
nate system [28]:

    (10)

where c11 = K11; 
      	

                                                                                    

             

     

 are elements of the inverse covari-
ance matrix.

In the first case, the parameters of the aggre-
gated production function  can be deter-
mined by methods of OLS or MLE applied for 
each of the considered PF . In the sec-
ond case, the parameters of the APF are found 
using MLE for a density of the form (7) with a 
likelihood function :

       (12)

The maximum (12) is determined by  ((the 
parameters of the standardized i-th PF) with 
constraints of the form:

,       (13)

where  are the values of a random variable 
calculated for defined by (12); 

[part] (partial) are the values of a random vari-
able calculated usin .

The method presented makes it possible to 
refine the parameters of the APF by solving 
the optimization problem, with a joint search 
for the coefficients of the models which makes 
it possible to increase the reliability of esti-
mates when constructing the normative val-
ues of the results of the functioning of the SES 
subsystem.

2. Conceptual scheme  
and algorithm  

of the method realization

To find the initial values of the model param-
eters, the EFRA software package is used. This 
allows you to find coefficients and conduct a 
number of statistical tests justifying the pos-
sibility of using models to develop standards 
or forecasts, including evaluating the signif-
icance of the model (according to the Fisher 
criterion), evaluating the significance of model 
parameters (Student’s criterion), checking for 
the absence of heteroscedasticity (according to 
Spearman’s rank correlation coefficient).

The conceptual scheme of the method for the 
three-dimensional case consists of five gener-
alized blocks (Fig. 1) that implement the corre-
sponding algorithm in a software project (mod-
ule) in the open source programming language 
Python [29].
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For the software module to work, it is nec-
essary to connect additional Python libraries: 
numpy, pandas, scipy, matplotlib, opnpyxl and 
datetime.

Base file main.py loads additional modules 
and also contains the initial parameters of the 
models to run the corresponding blocks of the 
algorithm.

The first block provides loading of data and 
initial values of model parameters. A file has 
been developed for this purpose InputData.py 
containing the Input Data class, in which data 
is loaded from a specially generated statistical 
data file in the * format.xlsx with fields for ele-
ment names, evaluation periods, and attrib-
utes. The class, like other project classes, con-
tains the __init__() function containing data 
variables and the number of observations. The 
parameters of the initial and final evaluation 
period, the names of the effective and factor 
signs are passed to the data input function. 
The input parameters are sampled from the 
data file.

The second block provides the following 
functions included in the file Models.py with 
the Models class.

1. Formation of power multiplicative PF 
models according to (4) in absolute and loga-
rithmic forms by adding the corresponding def 
functions to the program text with the trans-
mitted values of the factors and coefficients of 
the models: def func_abs(self, y, x1, x2, a0_3), 
def func_std(self, x1, x2, a0_3), where y is the 

resultative feature, x1, x2 are factor features, 
a0_3 are coefficients of models.

2. Construction of aggregated random varia-
bles which are the residuals of the APF defined 
by the ratio (8) are 2 functions integr_std(self, 
y, y_teor, m = 3) and residuals(self, y, y_teor) 
and formula (9) is 1 function def integr_
std_y_y_teor(self, y, y_teor, m  =  3). Here 
m = 3 is the number of transmitted variables 
which are resultative features; y, y_teor are 
the actual and calculated values of productive 
features based on PF models presented as an 
array for the three-dimensional case (contains 
three variables). The functions, in addition to 
the values of the aggregated random variable, 
return the sum of the squares of the residu-
als and the correlation matrix  for the case 
when the values of the elements  are calcu-
lated at each iteration of solving the optimi-
zation problem using a set of variable param-
eters of the a0_3 model corresponding to C

i, j 
. 

3. The function res_test(self, mu, sigma, size, 
m = 3) generates a set of normally distributed 
random variables, with mean named as mu, 
standard deviation named as sigma and volume 
named as size.

The third block is represented by a file Dis-
tributionDensity.py containing the Distribu-
tionDensity class, the purpose of which is to 
calculate the distribution density of a three–
component aggregated random variable. This 
module contains the following functions.

1. Integrand function def UnderIntFuncti

Fig. 1. Conceptual generalized scheme of the algorithm.

Loading data  
and model 
parameters

Construction 
of models

Construction of 
the distribution 
density

Optimization  
and testing

Output  
of results
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onQuadraqticForm(self, theta1, theta2, r_3, 
z), which corresponds to formulas (10) and 
(11) with angle variables theta1, theta2 and 
z which are values of the aggregated random 
variable .

2. Integrand function def UnderIntFuncti- 
onLA(self, theta 1, theta 2, r_3, z, m  =  3), 
which allows converting the integrand 
expression in formula (7) to canonical form 
by calculating eigenvalues and eigenvectors 
of the correlation matrix . The function 
can be extended to the case of m variables by 
means of the built-in double sum generation 
cycle in (7).

3. The function Density_3var(self, bins, r_3, 
t = 1) calculates the double integral in (7) for 
the values of bins named as . The variable t, 
which can be equal to 0 or 1, is responsible for 
choosing the integrand function UnderInt-
FunctionQuadraqticForm or UnderIntFunc-
tionLA.

The fourth module is represented by two files: 
ObjectiveFunction.py and TestFunction.py . 

The first file contains the ObjectiveFunction 
class, designed to form the objective function 
objective_func_SearchParameters_3var(a) 
and a system of constraints: a) upper and lower 
bounds for changing parameters a are param-
eters of the aggregated production function lb 
and ub, the values of which are calculated using 
“EFRA”; b) a system of nonlinear constraints 
corresponding to expression (13) named as 
def inequality_constraint_3var(a). Moreover, 
the calculation of the right side of the inequal-
ity (13) is the separate function f01() in order 
to reduce the execution time of the algorithm, 
that is, a single calculation of f01() and trans-
fer the result to the system of nonlinear con-
straints (13).

The second file contains the TestFunction 
class, which presents 2 testing functions: a) 
daf hd2(self, res, alpha = 0.05) checks a num-
ber of res( ) residuals for compliance with 
the normal distribution law according to the 

criterion ; b) hi2_plotn_3var(self, res, r_3, 
alfa = 0.05) checks a number of residuals ( )  
for compliance with the law with the den-
sity of the probability distribution (7) accord-
ing to the criterion . The alfa variable sets 
the significance level of the criterion. Split-
ting the sample into intervals for calculat-
ing the distribution frequencies can be done 
automatically or using the Sturdess formula 
(n = 1 + np.trunc(3.322 * np.log10(n_res))), 
np.trunc cuts off the fractional part, np.log10 
is the decimal logarithm, n_res is the number 
of observed values . 

The fifth output block is implemented 
through the main file main.py, in which opti-
mization procedures, testing and plotting of 
frequencies , normal distribution and distri-
bution with density as (10) are started.

The built-in minimize function from the 
Scipy library is used for optimization. The 
SLSQP (Sequential Least SQuares Program-
ming) method is used as the basic algorithm 
[30]. The optimization results are output to the 
console and to the *.txt text file. Models with 
adjusted parameters are tested for compliance 
with the normal law and the law with the den-
sity described by formula (7), and are entered 
into the console.

The architecture of the project is shown in 
Fig. 2.

The necessary Python libraries are installed 
in the venv directory. At the same time, the 
project is isolated from other projects by cre-
ating its own virtual environment.

Thus, the developed Python module in 
combination with the EFRA software pack-
age allows is: to correct the parameters of the 
production functions and the aggregated pro-
duction function, to test the hypothesis of the 
correspondence of a number of residues to the 
given distribution laws using the criterion  
based on the method developed for estimat-
ing the parameters of the APF for the three-
dimensional case. 
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Search 
Parameters

venv...

DataImport_BD.xlsx

DataInput.py

DistributionDensity.py

main.py

Models.py

ObjectiveFunction.py

Results.txt

TestFunction.py

Fig. 2. Project architecture.

3. Results  
of the realization of the method  
for estimating the parameters  

of a three-component APF  
on the example of the Central  

Federal District regions

3.1. Testing on model data

Initially, three normally distributed ran-
dom variables  N(0; 1) of 50, 100, 1000 
and 10000 observations were generated to test 
the algorithm and test the hypothesis that the 
aggregated random variable according to (9) 
distribution law corresponds to the density 
determined by the formula (7) (Fig. 3). 

Figure 3 shows that as the number of obser-
vations increases, the significance level for 
the normal law decreases, and for the law 
with density (7), on the contrary, it increases. 
At the same time, for a sample of 50 obser-
vations, the distribution of the aggregated 
random variable corresponds to the distribu-
tion with density (7) and is significant at the 
level of 0.091. That is, on samples of 50 and 
100 observations, hypotheses about compli-
ance with both the normal distribution and 
the distribution with density (7) cannot be 
rejected.

3.2. Construction of models  
for the SES project subsystem

In accordance with Kleiner’s spatio-tem-
poral classification, the socio-economic sys-
tem includes four subsystems: object, environ-
ment, process and project type, the interaction 
between which forms the level of systemic bal-
ance of the economy [16]. At the same time, the 
project subsystem is characterized by the vol-
ume of gross regional product (GRP) accord-
ing to sections F (construction), G (wholesale 
and retail trade), K (financial activity) accord-
ing to NACE rev. 2; previously according to 
NACE rev. 1 sections were designated as F, G 
and J, respectively. In this sense, the project 
subsystem is three-component and can serve as 
an object of evaluation using the method devel-
oped.

Based on previous studies [31], power-law 
multiplicative models were chosen as the func-
tional form of the models, linking the volume 
of GDP by region in sections F(F), G(G), 
K(J) with the cost of fixed assets (total for sec-
tion K(J), for sections F(F) and G(G)), the 
average annual number of employed (for sec-
tions F(F) and G(G)) and the average annual 
population (for section K), represented by the 
formula (14) and in linearized form by the for-
mula (15):

                        ,	 (14)

.  (15)

The basis for the formation of models was 
Rosstat’s open data for 17 regions of the Cen-
tral Federal District (excluding Moscow) for 
the period from 2007 to 2020 [32]. All cost 
indicators were adjusted for the level of infla-
tion and brought to the level of 2007 according 
to the formula:

                     .	 (16)
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Here  is the inflation rate in the i-th period 
(i = 2 correspond 2008).

Preliminary results showed the significance 
of the coefficients of the models and the coef-
ficient of determination R2. However, with fur-
ther testing of models and their adequacy for 
a number of residuals (randomness, equality 
of zero mathematical expectation, the pres-
ence of autocorrelation, compliance with the 
normal distribution law, homoscedasticity 
test), the sample size had to be reduced until  
2018–2020 (section F(F)) and 2015–2020 
(sections G(G) and K(J)). The results of the 
parameter evaluation are presented in Table 1.

Using the method presented, the parameters 
of APF and PF were estimated in two variants: 
the aggregated random variable was deter-
mined by formulas (8) and (9) with distribution 
density (7) and (10), likelihood function (12) 

and constraints (13). The volume of the com-
bined sample for the period 2018–2020 was 51. 
At the same time, the algorithm by which the 
distribution density was calculated using eigen-
values and eigenvectors to transform the inte-
gration domain to a canonical form (the func-
tion UnderIntFunctionLA) turned out to be 
almost three times slower than the algorithm in 
which the distribution density was determined 
in quadratures (the function UnderIntFunc-
tionQuadraqticForm), which led to the con-
clusion that it is advisable to use the Lagrange 
method instead of the first option when con-
verting variables to spherical coordinates with 
the maximum possible analytical description of 
the integrand expression of the density of the 
distribution of an aggregated random variable.

The results of the evaluation of the models 
are presented in Table 2.

Table 1.
The main statistical characteristics of the assessed models

Model C0 C1 C2 R2 v rnd M(e) DW W rx1 / rx2

F(F) 93.306 0.248 0.711 0.961 48 26/31 1.182 1.809 0.973 0.141 0.145

p-value 0.000 0.000 0.000 0.000 – 0.050 0.243 0.050 0.282 0.322 0.310

G(G) 10.365 0.415 0.838 0.961 99 47/51 1.744 1.953 0.097 0.098 0.222

p-value 0.000 0.000 0.000 0.000 – 0.050 0.084 0.050 0.027 0.326 0.025

K(J) 0.007 0.264 1.077 0.928 99 58/68 1.543 1.944 0.973 0.085 0.099

p-value 0.000 0.001 0.000 0.00 – 0.050 0.126 0.050 0.035 0.395 0.319

Note: the letter designations in the first column are the model for the NACE rev. 2; () is NACE rev. 1; p-value is  
the level of statistical significance; C

i
 are the parameters models values; R2 is the coefficient of determination;  

v is degrees of freedom; rnd is critical (for the significance level of 0.05) and the estimated number of turning 
points (check for the randomness of a number of residuals); M(e) is t-statistics (checking the equality of 0 
of the mathematical expectation of a number of residuals); DW is the Darbin–Watson criterion (checking the 
absence of autocorrelation of a number of residuals, significant at the specified level); W is the Shapiro–Fork 
criterion (checking for the normality of a number of residues); r

xi
 is t-statistics using Spearman’s rank  

correlation coefficient of factor xi (homoscedasticity test). Residuals were constructed for linearized models.
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The results of the evaluations of the mod-
els presented in Table 2 show that the mod-
els remained adequate after adjusting their 
parameters, both for the first and second 
options.

The results of the evaluation of the aggre-
gated random variable and the values of the 
likelihood function are presented in Table 3.

The table shows that the value of the like-
lihood function after optimization increased 
by 4.809% and 7.437%, respectively, which 

confirms the hypothesis of an increase in 
the reliability of estimates using APF with 
parameters adjusted after optimization. That 
is, the method makes it possible to establish 
more reasonable norms for the results of the 
functioning of SES subsystems, in particu-
lar for three-element subsystems. However, 
the reliability of estimates for the compli-
ance of the aggregated random variable with 
the distribution laws under consideration 
decreases, although it remains significant for 
the case d). When using , calculated by the 

Table 2.
The main statistical characteristics  

of the assessed models (aggregated estimate)

Model C0 C1 C2 R2 v rnd M(e) DW W rx1 / rx2

F(F)а 90.101 0.253 0.708 0.960 48 26/31 1.241 1.810 0.972 0.140 0.145

p-valueа 0.000 0.000 0.000 0.000 – 0.050 0.220 0.050 0.275 0.327 0.310

F(F)b 97.373 0.241 0.715 0.961 48 26/31 1.418 1.869 0.973 0.155 0.151

p-valueb 0.000 0.000 0.000 0.000 – 0.050 0.162 0.050 0.291 0.277 0.289

G(G)а 11.961 0.347 0.945 0.970 99 58/57 1.847 1.979 0.969 0.125 0.317

p-valueа 0.000 0.000 0.000 0.000 – 0.010 0.068 0.050 0.017 0.212 0.001

G(G)b 9.578 0.381 0.921 0.974 99 58/59 1.759 1.988 0.973 0.176 0.346

p-valueb 0.000 0.000 0.000 0.000 – 0.050 0.082 0.050 0.037 0.077 0.000

K(J)а 0.008 0.283 1.035 0.927 99 58/66 1.355 1.967 0.973 0.072 0.064

p-valueа 0.000 0.000 0.000 0.000 – 0.050 0.178 0.050 0.037 0.473 0.520

K(J)b 0.0245 0.181 1.085 0.900 99 58/65 0.607 1.994 0.972 0.068 0.002

p-valueb 0.000 0.039 0.000 0.000 – 0.050 0.545 0.050 0.030 0.494 0.981

Note: a) the aggregated random variable was determined by the formula (8); b) by the formula (9).
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formula (8), the aggregated random variable 
is closer to the normal law; when using (9) 
it is closer to the law with density (7). These 
results are consistent with the conclusions 
obtained earlier for a two-component aggre-
gated random variable [25].

Diagrams of the aggregated random variable 
obtained by formulas (8) and (9) with p-value 
before and after optimization are shown in 
Figs. 4 (a), (b), (c), (d), respectively.

The results of the evaluation of PF and 
APF parameters obtained were used to cal-
culate the partial and integral performance 
indicator of the functioning of the project 
subsystem of the Central Federal District 
regions for 2018–2020 in three variants. The 

1	 The values of partial and integral performance indicators for the Central Federal District  
regions for 2018–2020 [Electronic resource]: https://disk.yandex.ru/i/NWOKIpcJG-sULA

calculation results are presented on an exter-
nal resource1.

Figure 5 shows the results of the calculation 
of indicators for the Tula Region in 2020.

Figure 5 shows that the values of the indica-
tors calculated for different variants are close 
to each other, and in the first approximation, 
estimates of the parameters calculated for each 
of the sections separately can be used to evalu-
ate the project subsystem. If it is necessary to 
establish more reliable standards for the sub-
system, it is advisable to adjust the parameters 
of the APF and PF using the distribution den-
sity of the form (9), since the likelihood func-
tion based on it is maximal among the other 
options.

Table 3.
The results of the assessment  

of the aggregated random variable

Characteristic / APF *a *b *c *d

Ln(L( *)) –69.147 –66.049 –65.821 –61.136

Ln(L( *)) – – 3.325 (4.809%) 4.912 (7.437%)

2
norm

10.477 16.800 10.079 39.352

p-value
norm

0.063 0.005 0.073 0.000

2
agg

169.125 7.841 168.701 12.848

p-value
agg

0.000 0.165 0.000 0.025

Ln(L( *)) is the value of the likelihood function; Ln(L( *)) is change of the likelihood function; 2
norm

 is criterion 
value 2 according to the normal law; 2

agg
 is criterion value 2 to comply with the law with the density (7);  

p-value (norm, agg)  are statistical significant levels, respectively 2
norm

 and 2
agg

; a) is * calculated by 
the formula (8) before optimization; b) is * calculated by the formula (9) before optimization; c) and d) are * 
calculated by the formulae (8) and (9) after optimization, respectively.

Note: 
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Fig. 4. Frequency diagram of the evaluation results of a three–component random variable with i
a) is formula (8) before optimization, b) is formula (9) before optimization,  

c) and d) are formulas (8) and (9) after optimization;  
fact is histogram i; Normal is normal law; Aggregated is a law with density (7);  

p-value is the significance level according to the criterion 2;  
the number of intervals is 6 (calculated by the Sturgess formula), the sample size is 51.
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Conclusion

This article presents a method for estimat-
ing the parameters of an aggregated production 
function used to calculate the standards for the 
results of the functioning of SES subsystems, 
implemented for a three-component APF. The 
difference of the method is the joint acquisi-
tion of the PF parameters of the SES elements, 
which ensures the consistency of the PF within 
one subsystem.

The application of the method for the regions 
of the Central Federal District using the devel-
oped and tested Python software project made 
it possible to adjust the parameters of PF and 
APF and obtain statistically appropriate mod-
els that can be used to build standards for ele-
ments of design subsystems and subsystems in 
general for the regions of the Central Federal 
District. This confirmed the earlier hypothe-

sis about the possibility of using the method for 
three-component subsystems.

The results of the assessment of the function-
ing of the Central Federal District regions for 
2018–2020 with the help of partial and inte-
gral indicators can be useful to regional govern-
ments for subsequent analysis and synthesis of 
solutions that make it possible to ensure that 
the actual and normative values of the resulting 
features correspond to a given degree of accu-
racy by changing and (or) intensifying the use 

of factors included in the models developed. 
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Fig. 5. The values of performance indicators for the Tula Region in 2020: 

 1
,  2

,  3
 are partial performance indicators for sections F(F), G(G) and K(J) according to NACE rev. 2 (NACE rev. 1);  

 is integral performance indicator of the project subsystem;  
a) are PF parameters determined separately;  

b) formula (8) was used to assess the parameters of APF and PF,  
c) formula (9) was used.
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