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Abstract

This article is devoted to aspects associated with the up-coming need for mass implementation 
of neural networks in the modern society. On the one hand, the latter will fully expand the 
capabilities of state institutions and society delegated to perform numerous tasks with higher 
efficiency. However, a significant threat to democratic institutions obliges society to set out 
the concept of reliable artificial intelligence (AI). The authors explore a new concept of a 
trusted AI necessary for the scientific and international community to counter improper future 
digital penetration. Explaining to what extent digital transformation is mandatory, the authors 
emphasize the numerous dangers associated with the applications of artificial intelligence. The 
purpose of the article is to study the potential hazards of neural networks’ abuse by the authorities 
and the resistance to them with reliance on the trusted AI. Studying various aspects of digital 
transformation and the use of artificial intelligence technologies, the authors formalize the 
dangers associated with the emergence and propose an approach to the use of digital protection 
technologies that can be trusted.
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Introduction

U
ndoubtedly, these days the general 
trend is around the rapid introduc-
tion of modern digital technologies 

into multiple processes within society, where 

artificial intelligence (AI) is playing a cen-

tral role [1, 5]. Numerous reforms are noted 

within both mechanisms already in place and 

those just emerging to bring humanity to a 

new stage in its development. Spheres that are 

actively implementing digital technologies in 

order to modernize processes and accelerate 

economic development are no exception.

McCarthy coined the concept of artificial 

intelligence (AI) in 1955 [6, 7]. AI is a sys-

tem’s ability to interpret data, to learn from 

such data, and to use gained data to achieve 

specific goals and tasks through flexible adap-

tation [6].

We take note that the discussion on the def-

inition of AI has not yet led to a clear result 

satisfying all stakeholders of AI technologies. 

Since 2016, the artificial intelligence industry 

has broken out with the support of cloud com-

puting and big data. Today cloud based artifi-

cial neural networks and deep learning form 

the basis of most applications we know under 

the label of AI.

The Artificial Neural Network is to some 

extent modeled on the structure of the bio-

logical brain. With these networks, vari-

ous problems can be solved in a computer-

based way. It consists of an abstracted model 

of interconnected neurons, whose special 

arrangement and linking can be used to solve 

computer-based application problems in 

various fields such as statistics, technology 

or economics [8].

AI’s analytical and cognitive tools allow 

technology owners to analyze significant 

amounts of data, meaning they can immedi-

ately detect and effectively respond to changes 

in the agenda. Relying on complex mathe-

matical algorithms, it is possible to increase 

the level of transparency, optimize internal 

processes of interdepartmental interaction 

and stimulate innovative activities, ultimately 

establishing a higher level of trust [9]. 

The consequences of the mass introduction 

of AI are expected to be beneficial for society 

as a whole. This means that the issue of creat-

ing and subsequent implementation of a cen-

tralized digital ecosystem aimed at improv-

ing the interconnection and interaction of 

all stakeholders (government, business, asso-

ciations and individuals) is on the agenda for 

many companies and organizations [9–11]. 

The main role in this transformation will be 

assigned to AI. 

The field for AI introduction is truly vast. 

However, nowadays, there is a noticeable dis-

cord, undermining whether the widespread 

use of AI is timely [12]. On top of issues with 

privacy, hacker attacks, technological singu-

larity, etc., already widely scrutinized, there is 

concrete evidence of an equally vital danger 

[5, 13–15]. The discussion here lies around 

the accumulation of digital power in the 

hands of a narrow group of people. It can def-

initely be argued that a set of modern algo-

rithms opens up almost limitless possibilities. 

The detailed scenario reflects the concept of 

the emergence of digital dictatorship in the 

modern world and the need for digital protec-

tion to regulate the unfair use of technology.

Thus, the concept of trusted AI has been 

proposed as a countermeasure to the unethi-

cal use of neural networks [6, 12]. The con-

cept’s framework is supposed to find the 

golden mean between the progressiveness of 

AI application strategies and the protection of 
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ethical and moral aspects of human life. How-

ever, the existing legislative base is negligible 

and international consensus is absent. There-

fore, the delegation of any tasks to neural net-

works seems to be of high risk now. Not only 

would the traditional model of public admin-

istration be challenged, but also core human 

values might be threatened [6, 7, 12]. Moreo-

ver, understanding the immense gap between 

the principles of international law and reality, 

where these principles are constantly violated, 

we have to realize the insufficiency of only 

defining abstract principles. Specific coun-

teractions to prevent the use of neural net-

works against society should be determined. A 

comprehensive regulatory system is needed to 

encourage technological progress and define 

concrete steps to combat rights violations.

Thus, the purpose of this article is to study 

the potential hazards of neural networks’ 

abuse by technology owners and ways to 

resist them based on the concept of trust. To 

avoid problems that can harm a person by 

distorting, stealing or leaking data, it is nec-

essary to make sure that the results of AI work 

can be trusted. In this paper, potential prob-

lems related to issues of trust, confidentiality 

and reliability are investigated. The concept 

of “trusted artificial intelligence” is consid-

ered, as well as the phenomenon of digital 

protection. Section 1 examines in detail the 

nature of violations of citizens’ rights from 

the point of view of four different spheres of 

life: political, social, cultural and economic. 

We point out the irreversibility of the process 

of implementing neural networks in the con-

text of digital transformation and describe 

the idea of trusted AI. Section 2 is devoted 

to discussing possible response strategies and 

proposals for establishing digital protection. 

Our study concludes with a summary of key 

findings.

1. Prospects and methods  
of artificial intelligence

1.1. New possibilities  
of artificial intelligence

Scientific and technological progress can-
not be stopped. Under the pressure of the 
rapid development of the IT sector of the 
world economy, countries are forced to meet 
the ever-changing demands of business or 
risk facing a real digital abyss in management 
[9]. Artificial intelligence has become a part 
of our lives as smart systems are used in many 
areas, from client analytics and search engines 
to voice assistants and medical research. In 
the medical field, systems that recognize 
pathologies from video recordings of endo-
scopic examinations are being developed; in 
transport – autopilots and traffic manage-
ment systems; in finance – systems that iden-
tify customers or identify suspicious transac-
tions that may indicate tax evasion or money 
laundering. It is safe to say that further global 
economic development and progress directly 
depend on how effectively various indus-
tries learn to use artificial intelligence. How-
ever, with the development of technology, the 
problem of trusted artificial intelligence has 
become more acute, as any problem can have 
serious consequences. Users want to be sure 
that the model has a high degree of accuracy 
and that its results are fair and easily inter-
preted. For example, incorrectly calibrated 
sensors of a car equipped with  autopilot can 
cause an accident. Errors in the control of 
the infrastructure that AI relies upon can lead 
to a leak of patients’ personal data, incorrect 
medical diagnosis or identity theft. Regard-
ing business and industry, a low level of AI 
software can lead to delays in transportation, 
damaging the supply chain.

In today’s agenda, special attention is paid 
to the social aspect of AI’s mass introduc-
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tion. Neural networks’ computational and 

analytical capabilities, far superior to human 

performance, open up new horizons for pub-

lic institutions. In addition, AI does not have 

a limited reserve of endurance and is always 

available. Consequently, significant amelio-

ration is expected in traffic systems, health-

care, maintaining public order and public 

services personalization, including educa-

tion [15]. Impressive progress has already 

been achieved in providing public services to 

citizens and legal entities. For now, the scope 

of AI’s implementation is quite limited. The 

main categories are processing of requests 

(social payments, migration, citizens’ ques-

tions, etc.), filling out and searching for doc-

uments, translating texts and drafting docu-

ments [4].

Significant successes are predicted for neu-

ral networks in the field of economic man-

agement. Plans are devoted mainly to the 

improvement of resource allocation and logis-

tics efficiency. It is necessary to restructure 

and optimize supply channels, warehouse sys-

tems, and recycling [15]. Neural networks will 

be crucial for the promising concept of the 

“smart city,” with control of CCTV cameras, 

electricity grids, water supply, transport sys-

tems, etc. delegated to them [7, 16].

Note that significant changes have occurred 

under the influence of the COVID-19 pan-

demic, in particular, in the field of teaching 

and learning. Academic institutions are mov-

ing to digital technologies to provide their stu-

dents with more resources. Thanks to tech-

nology, students now have more opportunities 

to learn and improve skills at their own pace 

and on an individual trajectory, now having 

the opportunity to pass control stages using 

online tests. Online proctoring services are 

gaining more and more popularity, in which 

the subject’s face is identified and analyzed 

to predict his emotions. In addition, aspects 

such as a phone, a book, or the presence of 

another person are detected. This combi-

nation of models creates an intelligent rule-

based inference system that can determine 

whether there has been any cheating during 

an exam or test.

Here, the question about the correctness 

of the system and the adequacy of the assess-

ment of behavior may arise. Any failures and 

abuses are fraught with negative consequences 

in terms of academic integrity, discrediting 

the idea of both offline and online learning. 

Among the key risks, it is worth highlighting 

a violation of confidentiality, compromised 

availability or compromised accounts, leaks 

of personal data, or distortion of results.

Big data is necessary for the  successful 

development of machine learning models. 

The quantity, quality and availability of big 

data affect the efficiency and accuracy of the 

models being trained. Therefore, many com-

panies are interested in continuous data col-

lection about their consumers. Many systems 

collect information that is not subject to dis-

closure: videos and photos from video cam-

eras, speech recordings and financial transac-

tions. Unreasonable use of this information, 

errors in the model or data theft, can cause 

threats to the security of individuals or even 

enterprises and government organizations.

1.2. Potential problems  
and threats of digital penetration

Data leakage for artificial intelligence is espe-

cially dangerous due to the fact that big data 

usually carries a lot of confidential information 

from which you can get information about the 

object that was attacked. Simultaneously, data 

leakage can occur at any stage of development: 

training or using a ready-made model.
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Violation of confidentiality is another impor-

tant detail since it is personal information that 

acts as a catalyst for any digital transformation, 

becoming the basis for learning models. The 

process of developing many neural networks is 

practically inseparable from relying on the col-

lected data, including speech, Internet activ-

ity, images, financial flows, medical indicators, 

etc. Thus, the issue of access to big data turns 

out to be one of the most significant problems 

associated with the integration of neural net-

works into society [13]. Any third party will be 

aware of the potential risks of using informa-

tion collected by technology owners regard-

ing user information, their right to privacy and 

the protection of their personal data [17, 18]. 

This aspect is widely discussed within society, 

as there is a direct threat to human health and 

life behind it. The relevance of this problem 

has been raised by prominent scientists and 

statesmen many times. Also, related reports 

and studies have been repeatedly presented in 

international discussions (IEEE, EU Commit-

tees, OECD, etc.) [6]. The core idea is that AI 

has only those “ethical values” that have been 

defined by the developer. 

By publicly guaranteeing transparency, full 

audit and objectivity through the introduction 

of neural networks, technology owners in the 

era of digitalization are able to perform any 

manipulation. This possibility arises directly 

from the lack of understanding between soci-

ety users of digital technologies of the struc-

ture and the principles of algorithms. Com-

plex AI models perform colossal calculations 

which cannot be fully understood even by the 

creators [5, 7]. Thus, for most users, the pro-

cess of neural networks will be opaque [15]. 

Scientists refer to it as a “black box” prob-

lem. Taking advantage of this phenomenon, 

unscrupulous developers can use neural net-

works at their discretion.

Another problem with training data is its 

low availability. Often, small amounts of data 

belong to different persons who have no rea-

son to trust each other or the developer, and it 

is impossible to compile one dataset of suffi-

cient size. If a dataset of the required volume 

exists, it may still be unavailable if the data 

contained in it is confidential. Even if suitable 

data can be found, it is necessary to ensure that 

they reflect the real state of affairs. In particu-

lar, they should not contain hidden biases, as, 

for example, happened to some facial recog-

nition systems: due to the imbalance of data, 

they, for example, coped much better with the 

recognition of light-skinned men than dark-

skinned women.

The data that a ready-made AI system 

works with may also be of poor quality: they 

may come from unreliable sources or con-

tain information with a high degree of uncer-

tainty. In addition, the databases that the sys-

tem interacts with may be at risk if the system 

itself is hacked. For example, a biometric data 

verification system may be subject to several 

types of attacks in order to force it to accept 

an attacker as the owner. Noise is added to 

the processed data so that the already trained 

model identifies the object in the photo in 

the wrong class. Such attacks can be used in 

computer vision, for example, forcing the 

model to incorrectly identify road signs. 

The bias of the model can have an extremely 

negative impact on the results of using digi-

tal technologies. Among the possible causes 

of bias are the uneven distribution of data in 

the training sample, algorithmically embed-

ded preferences and a biased attitude toward 

individual groups of individuals. Even the 

classic spectrum of potential crisis cases is 

huge, starting with ageism and sexism when 

hiring, and ending with racism when identi-

fying potential criminals [7].
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Moreover, it is unacceptable to exclude 

situations where the bias of the model is a 

meaningful policy of its creators dictated 

by their interests, which is even more dan-

gerous. Without proper control, developers 

can gain serious power over society. Simul-

taneously, it is difficult to overestimate 

the degree of destructiveness of the conse-

quences of discrimination: systematic vio-

lations of the rights of certain social groups 

will lead to the definition of AI as an inhu-

mane mechanism. 

To avoid problems that can harm a per-

son by distorting, stealing, or leaking data, it 

is necessary to ensure that the results of AI 

work can be trusted. Thus, there is a need 

for the concept of “trusted artificial intelli-

gence”: an AI system in respect of which the 

user can be sure that it is capable of perform-

ing the tasks qualitatively [19].

2. Results and discussion:  
Implementation of trusted  

artificial intelligence 

It is worth admitting that the introduction 

of artificial intelligence seems to be a very 

profitable process. However, it is trust that 

is the key factor in the use of AI, since the 

rejection of this technology by the masses 

will exclude all potential benefits [5, 8, 13]. 

Consequently, the establishment of rational, 

trusting relationships, excluding exces-

sive trust or its absence, will make it possi-

ble to achieve benefits for all of society. The 

essence of this idea is reflected in the con-

cept of trusted AI.

Trust in AI at the physical level means con-

fidence in the correct operation of all its 

physical components, such as sensors, and in 

the quality of the data received by the system. 

Trust in the infrastructure surrounding AI 

means confidence in the security of the data 
with which AI interacts, and in control over 
access to the system itself. Trust at the appli-
cation level means confidence in the correct 
operation of the software.

If an AI system is considered trusted, that 
is, trust in it is manifested at all three levels, 
then such a system can be allowed to solve 
problems with a hugely positive outcome, 
since the user can be confident in the results 
of its work.

The trust issue is quite complex. It directly 
depends on various features of the human 
psyche [13, 20, 21]. Nevertheless, research-
ers emphasize that trust is the desire and 
willingness of an individual to depend on the 
other party’s actions to extract some bene-
fit, despite the potential risks from being in 
a vulnerable position. This phenomenon is 
based on the coincidence of the moral values 
of the parties, which allows a person to pre-
dict the further actions of the party subject to 
trust, and confidence in its sufficient com-
petence [20]. Additionally, the cumulative 
nature of trust makes development of rela-
tionships dependent on the first experience. 
Therefore, strategies for building a trusted 
AI should be developed before its mass intro-
duction in strict accordance with ethics and 
robustness.

Next, we will present several key approaches 
that appear to be the most important for 
implementing trusted artificial intelligence 
for each stakeholder.

A. International community 

The first stage is to develop a legislative 
framework regulating the work of AI in each 
industry. Already various international com-
mittees and organizations are busy draft-
ing general recommendations and guide-
lines for action [21]. While some attempts to 
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control the technological agenda were made 

earlier [22], the OECD document “Princi-

ples on Artificial Intelligence” is considered 

the reference point in the discussion around 

ethics and competence of AI [23, 24]. Hav-

ing underscored the initial outlines and core 

principles, the authors provided the basis 

for more comprehensive documents in the 

future [23, 25, 26]. Uniting the most vital 

criteria of trusted AI, they must encourage 

leading countries in this field to start elabo-

rating their policies [20]. 

Key principles here include but are not 

limited to constant human oversight, resil-

ience, accountability, privacy and transpar-

ency. Future conventions might also have 

notions about non-discrimination and fair-

ness, perseverance of social and environ-

mental well-being, attention to mitigat-

ing circumstances and the introduction of 

the so-called “right to explanation” [23, 

25–27]. It is essential to underscore that 

while government agencies will be obliged 

not only to constantly adapt the legal sphere 

but also to expand it, international conven-

tions must stand for the announced prin-

ciples. This will let the authorities develop 

a balanced system of norms, delineating 

the areas of regulation between soft and 

hard laws if these principles are followed 

[7]. Moreover, this process has to be origi-

nal. Issues of AI control need to be solved 

based on the existing legislative structure 

and not contrary to it. Authorities will give 

ethical reasons to trust AI if bias is success-

fully avoided. However, despite the corner-

stone importance of future standards, they 

only point to the importance of compliance 

with the law in matters of safety and quality, 

while maintaining abstract rules. 

The concept of trusted AI is illustrated in  

Fig. 1 and includes many aspects.

B. Scientific community

First of all, it is worth focusing on the impor-

tance of scientists and developers to protect 

neural networks. Otherwise, the basic require-

ments of trusted intelligence would be under-

mined, and the situation would potentially 

shift towards citizens’ digital dependence 

from third parties. However, the evolution of 

defense methods is almost synchronous with 

a similar process for AI attacks, which can 

be illustrated by the following list of the most 

potential ones:

1. Privacy breaches are one of the most 

likely issues among the expected ones. Leaks 

of personal data can occur at almost any point 

in the neural network’s operation, from train-

ing to outputting results. Individuals’ details 

are extremely lucrative to certain third parties 

in many matters. The focus of defense is on 

privacy-enhancing technologies (PET). The 

most notable of them is OPAL (the Open Algo-

rithms project). It gives algorithms remote-

controlled access to information instead of 

sending anonymized data. Consequently, only 

the aggregated result will be returned to the 

model developers. Owing to the full opera-

tions’ recording, the entire learning phase is 

audited [28, 29].

2. Another scenario is data poisoning. The 

idea here is to inject false information in the 

training sample, either devaluing the results of 

the entire system or pushing the neural net-

work towards making wrong decisions bene-

ficial to a third party. Such technologies can 

both cause significant damage to the reputa-

tion of an individual and affect the behavior 

of the masses (for example, during an elec-

tion) [20]. No specific solution has yet been 

proposed here. However, despite all its threat-

ening potential, the risks here are still mini-

mal since these technologies are at an early 
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development stage which does not imply any 
substantial threats. There are already sev-
eral models in the literature for combating 
data poisoning, almost all of them focused on 
human control and protection.

3. The so-called evasion attack also causes 
serious concerns. Unlike data poisoning, 
which is used during the training phase, this 
threat appears at the stage of applying AI. 
It is possible to get a radically new network 
response by imperceptibly modifying the input 
values. Even the slightest transformations can 
lead to sufficient consequences [7]. There are 
several mechanisms for countering it, but the 
most widely described is adversarial training, 
which implies that developers include inten-
tionally incorrect data during training, bol-

stering the model to ignore potential noise in 
the future [17, 30].

4. The intellectual value of an already 
trained neural network is obvious, especially 
when using big data collected by the govern-
ment. Model extraction can potentially mean 
large leaks of personal data. Such a violation 
of confidentiality can lead to unpredictably 
catastrophic outcomes (for example, medi-
cal records) [7]. Since model inversion mainly 
exists in scientific articles and abstract models, 
methods of countering it are still theoretical. 
The private aggregation of teaching ensembles 
(PATE) is among the most recognized ones. 
The concept’s idea is to separate data into sev-
eral sets, each training a separate neural net-
work. Then these independent models, called 

Fig. 1. The concept of using trusted AI.
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“teachers,” are combined to train the neural 

network named “student” by voting, not giving 

the latter access to the original data [18, 31].

5. Several metrics allow detection of model 

biases with sufficient efficiency, includ-

ing equal opportunity, disparate impact, dif-

ference in means and normalized mutual 

information. Developers might discover the 

imperfections of neural networks and make 

appropriate alterations using these methods. 

In turn, the revealed bias can be mitigated by 

either pre-processing, in-processing or post-

processing algorithms [32].

Lastly, an important aspect of the united 

scientific community’s policy is to present 

specific technologies that would allow the 

asserted principles to be implemented more 

effectively. Even now, the gap between the 

algorithms employed and the abstract princi-

ples is obvious. Therefore, in-depth research 

is constantly taking place, exploring possible 

scenarios and tools. 

Several approaches have already been pre-

sented to counter the above issues, one of 

which encourages us to scrutinize block-

chain, a continuous chain of blocks con-

nected in reverse order through hash sums. 

Each block, in addition to its hash and the 

hash of the previous block, contains some 

information. Thus, the blockchain is called 

a distributed public registry providing data 

storage and transmission with high robust-

ness and almost zero chance of interference. 

Smart contracts (the program code ensuring 

the fulfillment of all the established rules) in 

conjunction with AI will guarantee the relia-

bility of the final results. Therefore, combin-

ing blockchain technology with AI will create 

a decentralized system that maintains infor-

mation of any value and provides it for neu-

ral network training. As a result, not only is 

data security guaranteed, but ethical concerns 

are also addressed owing to a comprehensive 

history of operations that rules out external 

interference or pre-programmed bias [24, 33] 

Conclusion

The world community has to prepare itself 

for the up-coming challenges on the inevita-

ble road to a digital society. The latter, indeed, 

is becoming a crucial stage in improving both 

governments’ operations and human life. The 

ubiquitous integration of digital technologies 

and the creation of decentralized ecosystems 

can open new horizons, eliminating a num-

ber of current issues. The key role of neural 

networks in this process forces us to pay spe-

cial attention to each potential menace. The 

establishment and monitoring of trusted AI 

principles will therefore enable both the sci-

entific community and international organi-

zations to create and regularly update mecha-

nisms to counter risks. Moreover, humanity as 

a whole will have a chance not to miss out on 

all the political experience accumulated over 

countless centuries.

However, the presented technological strat-

egies are nothing more than a theoretical spec-

ulation on the topic of future processes. That 

is why it is vital to constantly adapt strategies 

to changing realities, to expand the legislative 

framework and to look for new solutions. At 

the same time, a strong collective commit-

ment to maintaining democratic institutions 

is imperative.

Nevertheless, AI is already present in our 

lives. Although the extent of its adoption 

is relatively modest, its prospects are truly 

breathtaking. If we meet the upcoming chal-

lenges with dignity, the gains listed above will 

elevate humanity to a completely new level of 

existence. 
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