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Abstract

This article considers the problem of finding text documents similar in meaning in the corpus. We 
investigate a problem arising when developing applied intelligent information systems that is non-
detection of a part of solutions by the TF-IDF algorithm: one can lose some document pairs that are 
similar according to human assessment, but receive a low similarity assessment from the program. A 
modification of the algorithm, with the replacement of the complete vocabulary with a vocabulary 
of specific terms is proposed. The addition of thesauri when building a corpus vector model based on 
a ranking function has not been previously investigated; the use of thesauri has so far been studied 
only to improve topic models. The purpose of this work is to improve the quality of the solution 
by minimizing the loss of its significant part and not adding “false similar” pairs of documents. 
The improvement is provided by the use of a vocabulary of specific terms extracted from the text 
of the analyzed documents when calculating the TF-IDF values for corpus vector representation. 
The experiment was carried out on two corpora of structured normative and technical documents 
united by a subject: state standards related to information technology and to the field of railways. 
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Introduction

Among the tasks that distinguish intel-
ligent applied information systems 
from systems for automating busi-

ness processes, there is the task of discover-
ing insights in a large amount of information, 
in particular, in a company’s text documents. 
One of the goals is to find documents that are 
“close in meaning.” To solve this problem, a 
semantic model of a text corpus is built within 
which the similarity of documents is defined as 
the distance between the vector representation 
of documents.

One of the problems is the possible partial 
loss of pairs of documents that are similar in 
human opinion but do not satisfy the condition 
of exceeding the similarity threshold value set 
in the applied intelligent information system. 
This leads to the task of detecting that part of 
the results that do not show a sufficient degree 
of similarity with the existing methods, but 
must be taken into account from the point of 
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view of an expert who uses the system (“true 
similar” pairs of documents).

When calculating the vector model of the 
corpus of text documents, different vocabular-
ies are used, and their characteristics and limi-
tations affect the quality of the solution. In par-
ticular, focus of the vocabulary on the subject 
area of the corpus, the proportion of frequently 
used and rare words, the choice of the n-gram 
range and other parameters have an impact.

It should be noted that if the vocabulary is 
expanded too much or the similarity thresh-
old is reduced too much in order to include the 
specified “true similar” pairs of documents in 
the set of solutions, then the result again dete-
riorates. This happens because together with 
the return of the lost part the solutions also 
include unnecessary, “false similar” pairs that 
reveal proximity due to an insignificant part 
of the vocabulary (words with low weight for 
semantics within the given corpus). One of the 
methods that allows us to achieve a balance 
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between the inclusion of unnecessary pairs of 
documents in the solution and the loss of a sig-
nificant part of the results is the use of thesauri 
of the subject area when constructing a text 
corpus model.

Many applied problems require calculation 
of similarity indicators between text samples 
and their constituent parts – paragraphs or 
sentences. The most obvious example is when 
a user searches for information in the system 
and the search engine compares the query text 
with the texts of previously saved documents in 
order to find the most relevant document. The 
user’s query is a short text, and the system dis-
plays the documents that are most similar to 
the query using the ranking function.

In addition to the semantic search compo-
nents, the content similarity of documents is 
used in the following IT solutions:

 a recommendation system for authors that 
determines the most suitable journal for 
publication;

 incoming requests routing system that selects 
an expert in accordance with the documents 
previously processed by him;

 software for building project teams for a spe-
cific technical task;

 EDMS for determining an approval route for 
the document based on its content.

To construct a similarity matrix, it is nec-
essary to use a vector representation of docu-
ments, which can be created using the TF-
IDF statistical measure, which is often used 
as a ranking function. To calculate the TF-
IDF values, the entire vocabulary of the cor-
pus is taken into account; therefore, common 
vocabulary may have a dominant influence on 
the document similarity, while the industry 
specificity of documents may be lost. So there 
arises an additional task to identify documents 
that are close in meaning due to specific ter-
minology. Modification of the method can be 
made by changing the set of terms which are 
used to determine the similarity of documents. 

In particular, the quantity and accuracy of the 
results obtained can be improved by adding the 
domain thesaurus to the algorithm for calculat-
ing the ranking function.

This modification of the algorithm improves 
the quality of recommendations in information 
systems and accelerates user decision-making. 
This is done by increasing the explainability of 
the algorithm, which is, reducing the time that 
the user needs to understand why the system 
recommends to him some pair of documents 
as similar [1]. Ultimately, this improvement 
contributes to the growth of user confidence in 
the system’s recommendations and simplifies 
his analytical work with text documents, e.g. 
searching for information in corporate sources, 
checking for duplicates in the database, detect-
ing intersections and inconsistencies. All of this 
together leads to a reduction in time spent by an 
employee to process large volumes of text data.

The aim of this work is to improve the model 
based on ranking function by using a vocabulary 
of domain-specific terms as a thesaurus. The 
authors focused on the corpora of structured 
text documents in a specific subject area. Such 
documents, for example, include the regulatory 
and technical base of organizations [2], income 
and expense contracts, CVs of candidates, state 
standards and many others. The applied prob-
lem of finding documents with similar meaning 
in the text corpus was considered.

The problem of the loss of a part of the solu-
tion was investigated when calculating the 
proximity of documents using a ranking func-
tion. The core of this problem is that some pairs 
of documents are similar according to human 
assessment, but the program does not define 
them as such, since they show a low degree of 
similarity according to the TF-IDF algorithm, 
even taking into account the optimization of 
the vocabulary by removing the most frequent 
and rare words. In practice, such a problem 
arises in the development of applied intelligent 
information systems: there is a task to find in 
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the corpus all documents that are close enough 
in meaning, i.e. those whose degree of similar-
ity exceeds a certain threshold and, therefore, 
is significant for the user. This paper proposes a 
modification of the existing methods for calcu-
lating the proximity of documents using rank-
ing functions, thereby avoiding the loss of the 
specified part of the results.

The hypothesis of the research is the follow-
ing: when searching in a text corpus for pairs 
of documents similar in meaning and using the 
TF-IDF ranking function for calculating prox-
imity, the part of the solution that is lost if vec-
tor representation is made with the complete 
corpus vocabulary can be found when con-
structing a vector model based on the vocab-
ulary of specific terms from subject area.  
Figure 1 shows the hypothesis schematically.

This article includes an overview of the avail-
able research in the field of thesauri applica-
bility and the problems of their construction, 
a description of research methods and experi-
mental confirmation of the research hypothe-
sis, as well as an analysis of the results obtained.

1. Using thesauri

For decades, computational linguistics inves-
tigated the possibility of using thesauri in text 
analysis to identify semantic relationships in 
the corpus, since the dictionaries of definitions 
of terms and concepts created by experts have 
high semantic accuracy.

The first methods proposed in the 1970s and 
1980s were aimed at creating semantic lan-
guage models through the analysis of com-
puter dictionaries, which were considered as 
sources of taxonomic relations “hyponym – 
hyperonym.” To extract relations from dic-
tionaries, rule-based algorithms were used [3, 
4]. The advantage of these methods was that 
they extracted semantic relations from relia-
ble sources, which can be considered already 
partially structured, since dictionaries work as 
“implicit taxonomies.” However, these meth-
ods inherited the problems of lexicographic 
data associated both with the unreliability of 
data due to incorrect updating of sources, and 
with incompleteness of dictionaries, since even 
today they are not always corpus.

Many studies have shown interest in find-
ing co-hyponymic relationships, i.e. identify-
ing groups of words that are defined using the 
same hyperonym, such as types of systems, 
equipment, nets [5, 6]. Such words are consi- 
dered paradigmatically related. This means that 
they tend to repeat in similar syntagmatic con-
texts and presumably have common semantic 
features.

Another strategy for identifying semantic 
relations in the corpus is to create a language 
model based on the statistical analysis of texts 
without using any previously obtained know-
ledge about the dictionary relations. In [7], in 
order to identify pairs of hyponyms and hyper-
onyms, a directed graph of the coincidence of 
terms is constructed, and if terms are too rare, 
a bias is introduced into the frequency distribu-
tion: an analogy relation between hyponyms is 
introduced based on the composition and mor-

Fig. 1. Expected shift in the distribution  
of the degree of document similarity when replacing  

the complete vocabulary in the TF-IDF algorithm  
with a vocabulary of domain-specific terms
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phological features of terms. For example, if it 
is statistically found that Asperger’s syndrome 
and Carpenter’s syndrome (hyponyms) are 
diseases (hyperonyms), then the term “Mere-
toya’s syndrome” has the same hyperonym 
“disease”; the word “arthritis” can also be 
referred to it by analogy with “gastritis.” The 
authors of [8] combined both strategies to cre-
ate hypernymic chains using approaches based 
on distributive semantics.

A potential limitation of quantitative meth-
ods is the lack of accuracy, but this disadvan-
tage can be overcome by increasing the volume 
of linguistic data. Therefore, this approach is 
considered effective and is quite popular. In 
addition, being language independent, it can 
be easily replicated and used to create multi-
lingual resources.

Within the framework of the statistical 
approach, to solve many applied problems 
vector models of the document corpus are 
constructed based on ranking functions. The 
frequently used ranking function is TF-IDF, 
which is based on two concepts: the frequency 
of occurrence of a word (term) in a document 
(term frequency, TF) and the importance of 
this word for the entire set of documents – 
the inverse frequency of occurrence of a word 
in all documents of the corpus (inverse docu-
ment frequency, IDF). This method was pro-
posed in the 1970s [9–12] and is still widely 
used to analyze the similarity of texts, since it 
allows them to preserve certain features when 
projecting text data onto a numerical space. 
Similarity measurement can be done by calcu-
lating the proximity between TF-IDF vectors, 
for example in a cosine measure. The princi-
ple of comparison using TF-IDF can be called 
“word-by-word,” since the number of com-
ponents in the sparse TF-IDF vector corre-
sponds to the number of terms in the vocabu-
lary. However, the set of terms that determine 
the similarity of a document pair is formed by 
frequency discrimination, but not by the con-
tent analysis of these documents. TF-IDF 

ranking is used in various applications such as 
document clustering [13–16] and topic mod-
eling [17, 18].

The use of thesauri in the text corpus anal-
ysis by the distributive semantics methods 
has been considered in a number of studies. 
In particular, various authors investigated 
the problem of working with the thesaurus at 
one of the steps of the text search algorithm. 
For example, the article [19] describes an 
approach to automatic indexing of abstracts 
using a subject area thesaurus. The authors 
of [20] presented a method for automatically 
extracting key phrases using semantic infor-
mation about terms and phrases collected 
from a domain-specific thesaurus. In [21], 
a polythematic (i.e. covering many subjects) 
thesaurus is used for the purposes of semantic 
comparison of concepts.

A noticeable number of studies are devoted to 
improving the parameters of topic vector mod-
els of the corpus, in which the vector represen-
tation of documents is made on a set of topics 
identified as a result of text analysis on the entire 
corpus. For example, in [22], the improvement 
of the topic model is performed by artificially 
increasing the coincidence of synonyms, and 
the authors of [23] introduce information about 
synonyms into the prior Dirichlet distribution 
in order to enhance the coherence of the top-
ics. The work [24] proposed such a concept as 
Thesaurus-Based Topic Model and compared 
various topic models. All of the above studies 
are united by the general result of the expe-
riments: the elimination of hyponyms and an 
increase in the frequency of phrases improves 
human evaluation of the quality of the topics 
obtained, since this method gives more weight 
to more specific words and phrases that are 
better defined.

At the same time, the possibility of using the-
sauri to improve the semantic model of the text 
corpus, in which a proximity matrix is built 
on the basis of a ranking function (such as  
TF-IDF), has not yet been sufficiently studied.
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2. Building thesauri

As defined by the International Organiza-
tion for Standardization (ISO), a thesaurus is a 
vocabulary formally organized in order to estab-
lish explicit a priori relationships between con-
cepts1. The elements of the thesaurus are lexi-
cal units and semantic relations (connections) 
between them. Thesaurus relations (genus – 
species, part – whole, complex – element, 
cause – effect) are imposed on the taxonomy 
structure, i.e. they are identified as the main tax-
onomies of the subject area.

The methodology for creating thesauri is 
defined in the Russian state standard “GOST 
R ISO 704-2010 Terminological work. Princi-
ples and methods” [25]. Historically, thesauri 
were created to manually index documents and 
were not meant for automatic indexing. The dif-
ficulty of constructing a thesaurus correspond-
ing to the entire topic variety of indexed infor-
mation makes the thesaurus a self-sufficient 
information product, but at the same time it is 
the main reason for unpopularity of thesauri in 
modern information systems.

As an outstanding example of specialized the-
sauri, the Russian thesaurus in the field of agri-
culture created by the Central Scientific Agri-
cultural Library of Russia should be noted [26]. 
The thesaurus is built as an extension of the Rus-
sian GRNTI dictionary-classifier (state rubrica-
tor of scientific and technical information).

Labor intensity of the manual thesaurus com-
pilation and the resulting problems can be seen 
on the example of such regulatory and techni-
cal documents as state standards (which are 
named particularly in Russia as “GOSTs”). 
Most of them are accompanied by a thesaurus –  
a section describing terms and definitions. 
Organizations responsible for the development 
of industry standards are faced with the fact that 
in different documents there are contradictions 
such as conflicting definitions of the same terms, 

different names for the same concept, or con-
flicts between the normative values of indica-
tors. The reason for this phenomenon is that the 
GOST database consists of hundreds of thou-
sands of documents and it has been accumulat-
ing over many decades. At the same time, due to 
the limited search capabilities, some statements 
of the standards were often duplicated, turning 
over time into contradictions due to the updat-
ing of documents without taking into account 
their topic links with others.

Example 1. Consider the various definitions 
and names of the concept of “acoustic (noise 
protection) screen” available in different regu-
latory and technical documents2:

1. GOST R 51943-2002. Acoustic screens for 
protection against traffic noise. Methods for 
experimental evaluation of efficiency (2002): 
“Acoustic screen, screen: Barrier (limited 
obstacle) installed in the path of the propaga-
tion of noise from a real source to the object to 
be protected from noise”.

2. GOST 32957-2014. Automobile roads 
for general use. Acoustic screens. Technical 
requirements (2014): “Acoustic screen: An 
artificial barrier installed in the path of noise 
propagation from road transport to the object to 
be protected from noise. A typical acoustic baf-
fle is a prefabricated structure consisting of the 
following main parts: a foundation (if provided 
for by the design documentation), a support-
ing structure (in particular, support posts) and 
panels. Seals, transverse profiled beams, fasten-
ers, acoustic interconnections, canopies, wick-
ets, gates, frames of breaks, etc. are used as addi-
tional elements”.

3. GOST 33329-2015. Acoustic screens for rail-
way transport. Technical requirements (2015): 
“Acoustic screen: An extended artificial barrier 
installed in the path of noise propagation from a 
real source (railway transport) to an object pro-
tected from noise”.

1	https://www.iso.org/standard/53657.html
2	Translation from Russian
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4. SP 338.1325800.2018. Noise protection for 
high speed rail lines. Design and construction 
rules (2018): “Soundproof (acoustic) screen 
(screen); SS: Structures in the form of vertical 
or inclined extended artificial barriers of various 
designs, earth embankments, excavations, gal-
leries, etc., installed along the railways on the 
path of traffic noise propagation to the protected 
object in order to reduce noise”.

5. ODM 218.8.011-2018. Methodological rec-
ommendations for determining the characteris-
tics and selection of noise protection structures 
for highways (2018): “Noise protection screen 
(NPS): An extended artificial barrier installed on 
the path of noise propagation from road transport 
to an object protected from noise, the width (or 
thickness) of which is much less than its height 
consisting of a foundation and a soundproofing 
sheet fixed on it”.

To avoid the influence of the indicated disad-
vantages of manually compiled thesauri on the 
results of searching for similar documents in 
applied information systems, it is necessary to 
use automatic methods of forming terminologi-
cal dictionaries for the corpus of documents.

Existing pattern-based approaches to the 
extraction of semantic relations, similar to 
those described in the previous paragraph, are 
used in the field of computational termino-
logy. For example, in [27], extraction methods 
are described that are focused on identifying 
the relations hyponym – hyperonym (particu-
lar and generalization), meronym – holonym 
(a part and a whole), synonyms and cause-
and-effect relationships, which are collectively 
used to define terms and their relationships 
in within the data fusion pipeline approach. 
However, computational terminology focuses 
mainly on the study of the patterns of semantic 
relations themselves, their description, inter-
pretation and formalization of their linguistic 
properties, as well as on the analysis of patterns 
beyond the limits of their detection. But for the 
problem under consideration, it is sufficient to 
obtain a set of specific terms that are used in 

the investigated corpus of documents without 
taking into account the semantic relationships 
of these terms.

3. Methods

To test the formulated hypothesis, an exper-
iment was carried out to compare the results 
of solving the problem of searching for simi-
lar documents in the corpus obtained by two 
methods: the basic TF-IDF and its modifica-
tion using the thesaurus.

In this study we considered a set of N
D
 struc-

tured text documents in Russian united by a 
subject.

As a thesaurus (as the most accessible its opti-
on), we used a dictionary T which is a vocabulary 
of specific terms of the subject area, obtained as 
a result of automatic texts analysis of the docu-
ments. To do this, all documents from the set 
were processed by the rule-based NER algo-
rithm, which extracted terms from the special 
section of each document, where specific terms 
used and their descriptions are listed. Then all the 
obtained terms were aggregated in the domain 
terms vocabulary specific to this corpus.

The vocabulary included only terms consist-
ing of one or two words. Words were brought to 
normal form, information about morphologi-
cal features was added, numbers and English 
symbols were excluded.

The documents were converted to the follow-
ing text format: a set of documents is presented 
as an array of strings M, in which one line cor-
responds to one document and the sequence of 
words was preserved.

To obtain the S
TFIDF

 matrix containing 
degrees of “word-by-word” similarity between 
text documents of the M corpus, the vector 
transformation TF-IDF was used in several 
variants, differing in vocabulary:

 All words from the corpus of documents 
were used as a vocabulary. Several options for 
constructing a complete vocabulary were con-
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sidered, depending on the threshold frequency 
of word use within the entire corpus: if a word 
was encountered less than a certain number of 
times (parameter df

min 
), then it was excluded 

from the vocabulary;

 The vocabulary consisted of the set of spe-
cific terms T.

As a result, for each array, five variants of the 
A

TFIDF
 matrix of the “documents – terms” type 

were obtained with the dimension N
D
  N

T
 (the 

number of words in the vocabulary). The vec-
tor proximity matrix (containing the degree of 
document similarity) S

TFIDF
 was calculated by 

the formula:

.

Using the A
TFIDF

  matrix formed by a set of 
specific terms, a knowledge graph G

TFIDF
  for the 

text document corpus was built. The vertices 
of the graph (documents and terms) were con-
nected by edges if the TF-IDF value for the cor-
responding document – term pair was higher 
than the threshold (the edge weight is equal to 
the corresponding value in the A

TFIDF
 matrix).

4. Experiment results

For the experiment, a set of normative doc-

uments from the GOST library was selected: 

N
D_IT

 = 667 documents in docx format related 

to the field of information technology. After 

processing the documents in accordance with 

the selected methodology, an array of M
IT

 text 

strings was obtained. T
IT

 = 4417 terms were 

extracted from the text of the documents.

The calculation results for information tech-
nology documents are shown in Figure 2.

Table 1 shows the values of the mathematical 
expectation and standard deviation of the sim-
ilarity degree of documents of pairs from M

IT 
.

The experiment confirmed the hypothesis put 
forward: replacing the general vocabulary with 
a set of specific terms in the algorithm based on 
the ranking function increases the number of 
solutions found. It can be seen from the graphs 
presented and from the data in the table that a 
model built on specific terms determines a larger 
number of similar documents pairs, and exclu-
sion of words rarely found within the corpus do 
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not make significant differences. Therefore, for 
further comparison of the methods, including 
the analysis of the documents proximity distri-
bution, from the first group of algorithms we 
chose the one with the calculation of the simi-
larity by the complete vocabulary at df

min
 = 5.

For subject analysis, we consider a similar-
ity range from 60% to 100%. The quantitative 
characteristics of the obtained result are pre-
sented in Table 2.

Example 2. Table 3 shows examples of pairs 
of documents on information technology that 
have a high degree of TF-IDF similarity based 
on the vocabulary of specific terms and a low 
one by the complete vocabulary of the corpus.

Example 3. Figure 3 shows one of the options 
for the graph of links between documents and 

G
TFIDF

  terms, namely, its fragment with the doc-
uments GOST 34.971-91 and GOST R ISO / 
IEC 9066-1-93 discussed above. For each of the 
documents, links with the five most “weighty” 
(significant) terms are shown.

The experiment has been repeated on 
another set of documents: N

D_RW 
= 218 doc-

uments in docx format related to the field of 
railways. For these documents an array of M

RW
  

text strings was generated and a set of T
RW

  
terms was selected.

The results of the second experiment con-
firmed the conclusion that, despite the shift in 
the distribution curve of the number of docu-
ment pairs by the similarity degree, the revealed 
tendency is preserved, namely: when calculat-
ing the proximity by the TF-IDF method based 

Table 1. 
Expected value and standard deviation of the similarity degree  

of MIT  document pairs with different vocabularies

Conditions Expected value, % Standard deviation, %

Complete vocabulary with df
min

 = 0 2.9 2.3

Complete vocabulary with df
min

 = 5 5.8 3.9

Complete vocabulary with df
min

 = 10 7.9 4.8

Complete vocabulary with df
min

= 50 17.4 8.0

Specific terminology vocabulary 21.9 8.0

Table 2. 
The number of pairs of MIT documents in different intervals  

of similarity found by the TF-IDF algorithm with different vocabularies

The MIT 

similarity  
degree 

The number of similar document pairs 
determined by the complete  

vocabulary with dfmin = 5

The number of similar document pairs 
determined by the specific  

terminology vocabulary

60% – 70% 42 459

70% – 80% 26 133

80% – 90% 25 55

90% – 100% 7 56
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on the specific terms vocabulary, more similar 
documents are found in the set than when con-
sidering the complete vocabulary of the corpus.

The difference between the document sim-
ilarity matrix based on specific terms and the 
complete vocabulary similarity matrix is shown 
in Figure 4.

5. Discussion

The proposed algorithm gives a significant dif-
ference when searching for similar documents 

in the range of similarity of 60–80%. With a 
higher degree of document similarity, the distri-
bution of proximity for specific terms does not 
differ much from the distribution of proximity 
for a complete vocabulary, since the concentra-
tion of terms in documents approaches the con-
centration of commonly used words.

From the graph in Figure 2, it can be seen 
that for a given set of documents, high prox-
imity based on the complete vocabulary means 
also high proximity based on specific termino-
logy. However, in the opposite case, searching 

Table 3. 
Examples of pairs of MIT documents with high TF-IDF similarity

based on specific terminology vocabulary and low similarity  
on the complete vocabulary of the corpus

No  
of 

pairs
Documents

The absolute 
value of TF-IDF 

similarity  
according  

to the specific 
terminology 
vocabulary

The absolute  
value of TF-IDF 

similarity  
according  

to the complete 
vocabulary

1

GOST 34.971-91 (ISO 8822-88) Information technology (IT). 
Open Systems Interconnection. Definition of connection-oriented 
presentation layer services

0.6944633 0.1744794

GOST R ISO/IEC 9066-1-93 Information processing systems.  
Text transmission. Reliable transmission. Part 1. Service model 
and definition

2

GOST 28147-89. Information processing systems. Cryptographic 
protection. Cryptographic Transformation Algorithm

0.6806692 0.17162557
GOST R 34.13-2015 Information technology (IT). Cryptographic 
information protection. Modes of operation of block ciphers  
(with amendment)

3

GOST R 34.964-92 (ISO 8602-87) Information technology (IT). 
Open Systems Interconnection. Connectionless transport protocol

0.7068537 0.1946876GOST R ISO/ IEC 10025-3-94 Information technology (IT).  
Data transfer and information exchange between systems. 
Connection-Mode Transport Layer Qualification Testing Using 
Connection-Mode Network Layer Services. Part 3. Test 
 Management Protocol Specification
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for similar documents by specific terms gives a 
higher degree of similarity.

The examples of documents given in Table 3 
demonstrate that the described method of cal-
culating the similarity by the ranking function 
based on specific terms vocabulary can reduce 
the risk of losing that part of the solution where 
the similarity is below the threshold, but the 
documents are similar from the system user’s 
point of view.

It should be noted that in the general case 
switching from the complete vocabulary to 
terminology when searching for similarity can 
in theory lead to the loss of that part of the 
solution where documents are similar accord-
ing to human assessment. However, in real 
information systems, this loss is insignificant, 
since the user is primarily focused on identi-
fying similarities within a certain topic, that 
is, similarities based on vocabulary specific 
to the subject area. Therefore, when moving 
from a complete vocabulary to specific terms, 
it is possible to lose only those pairs of simi-
lar documents that are close due to the com-
mon vocabulary. Quantitative indicators of 
such losses depend on the proportion of spe-
cific terms in the complete vocabulary, which 
varies from corpus to corpus. Various metrics 
can be used to calculate the contribution of 
common words to the overall similarity score, 

but their development is beyond the scope of 
this study.

In the experiment, no documents were 
found in which the similarity in the complete 
vocabulary was greater than the similarity in 
specific terms. On the graph showing the dif-
ference between the similarity based on the 
specific terms and on the complete vocabu-
lary (Figure 4) the number of negative values is 
insignificant, and the difference between the 
similarity for such pairs of documents is hun-
dredths of a percent.

Comparison of the results of two experi-
ments (on the M

IT
 and M

RW
 arrays) made it 

possible to draw additional conclusions and 
highlight the factors affecting the quality of the 
result when searching for similar documents 
using vector decomposition in a vocabulary of 
specific terms, including one created automa-
tically based on the same set of documents.

If documents were originally obtained as 
image files, then the data processing suffers 
from the uncertainty that appears at the stage of 
text recognition. This uncertainty is a key fac-
tor in the analysis of the corpus of documents. 
Insufficient recognition quality when part of the 
text is lost reduces the average similarity accord-
ing to TF-IDF when using a complete vocab-
ulary; however, according to the specific terms 
vocabulary such similarity of documents is still 

serial  
number 

interrupt

empowerment

primitive

call

application  
level 

transfer  
syntax

abstract  
syntax

0.21

0.22

0.19

0.190.18

0.20 0.16

0.15

0.24 0.24

0,69

Fig. 3. Graph of a pair of documents GOST 34.971-91 and GOST R ISO/IEC 9066-1-93  
and the five most significant terms for each of them

GOST R ISO / IEC 
9066-1-93

GOST 34.971-91
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detected. Thus, the proposed algorithm avoids 
the cost of preparing text for analysis – preli-
minary cleaning of the text layer and structuring 
the document to search for key sections.

The result also depends on the choice of the 
method for automatic compilation of the glos-
sary of specific terms. The experiment showed 
that if these terms are separated from the text 
and listed in a special section of the analyzed 
documents, then the results are affected by the 
presence of the described terms in the content 
of the document: if the terms are only listed in 
the section, but are not used further, then the 
meaning of the similarity between the docu-
ments is distorted.

With automatic compilation of a vocabulary 
of specific terms, the similarity also depends on 
the number of errors in the terms description, 
since in this case part of the specific vocabulary 
may be lost: terms are used in the text of the 
document, but are not included in the vocabu-
lary (which is used for vector representation of 
documents).

In the general case, the similarity of docu-
ments by specific terms depends on the choice 
of the range for n-grams when compiling a 
vocabulary: long terms consisting of several 
words probably will never be found in the text 
of the document entirely, when all words of the 
n-gram go in the right order and stand in a row.

Example 4. In the document from the M
RW

 
set “GOST 33798.4-2016 (IEC 60077-4: 
2003). Electrical equipment of railway rolling 
stock. Part 4. Automatic switches for alternat-
ing current. General technical conditions” the 
following terms are introduced among others:

♦♦ “Manual On / Off Lever: Lever for manu-
ally placing the circuit breaker on or off.” The 
specified term is never used in the content of 
the text of this document.

♦♦ “Indoor switch: A switch designed for installa-
tion and use only with protection from adverse 
operating conditions (wind, rain, snow, 
increased dirt deposits, unusual environmen-
tal conditions, ice and frost)”. This term is not 
found in the text in its full form, it is used only 
once and in a modified form: “Switches are 
classified: ... according to the type of construc-
tion, that is, switches for outdoor or indoor 
installation.” This means that this trigram does 
not appear anywhere in the document, except 
for the very description of the term. Thus, in 
this case, TF value (the importance of the 
term for this document) changes. Therefore, 
when calculating the similarity of documents 
according to TF-IDF based on the specific 
terms vocabulary, it is advisable to include only 
unigrams and bigrams in it.

Finally, if there is an inversion in the term 
description (which is allowed in Russian and 
some other languages, for example: “protec-
tive shield” – “shield protective”), then there 
is also high probability that this term cannot be 
found in the text as the original n-gram.

Example 5. In the document GOST 33798.4-
2016 discussed above, the term “semiconduc-
tor switch” is defined as “switch semiconduc-

Fig. 4. Distribution of the difference in the similarity  
degree of document pairs calculated using two vocabularies:  

all words of the corpus without rare ones  
(complete vocabulary) and a vocabulary of specific terms  

(∆
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tor.” In accordance with the Russian language 
rules, collocations in their inversed form are 
often used in formal language, while in a coher-
ent text the words of this term will most likely be 
reversed: the adjective will be placed before the 
noun. Indeed, in the main part of the document, 
this term is found only once, without inversion: 
“For each switch [there should be] indicated: 
the type of device (for example, an air switch, a 
vacuum switch, ..., a semiconductor switch ...”.

The described experiment has been repeated 
on two text corpora of the same type. If it is 
carried out on any other set of documents, the 
result may be less expressive. This can be facil-
itated by both the above factors and other fea-
tures of documents: their structure, stylistics of 
presentation, industry specificity. In addition, 
in the general case, the result can be influenced 
by the subject of the corpus, as well as etymo-
logical features of terminology, such as the use 
of common vocabulary as highly specialized 
terms. However, preliminary theoretical studies 
allow us to conclude that when considering any 
other corpus of documents united by a topic the 
tendency will remain the same: the number of  
similar documents found increases when their 
vector representation is based on the vocabulary 
of specific terms.

The approach proposed in this work has been 
implemented in practice within the framework 
of the Naumen LegalTech information system 
(the product is being developed with grant sup-
port of the Russian Fund for the Development 
of Information Technologies). It is a platform 
for analytical processing of a large flow of legal 
documents focused on users whose interests 
are far from the field of information technology 
and natural sciences: lawyers, methodologists, 
developers of corporate regulatory documents, 
authors of legislative initiatives, standardiza-
tion specialists, representatives of legal exper-
tise departments. The specificity of their work 
is that any mistake of the system in document 
processing can have legal consequences, but at 
the same time intelligent algorithms help a lot 

when applied in an advisory mode. For such 
users, it is especially important to trust the rec-
ommendations from the information system 
without plunging into the technical details of 
its implementation, and the explainability of 
decisions is one of the key factors.

Conclusion

In this work we consider the possibility of 
using a vocabulary of specific terms as a the-
saurus in the vector representation of a text 
documents corpus using a ranking function.

We study the problem of a partial loss of the 
solution while searching in the text corpus for 
pairs of elements that are close in meaning, 
which is understood as “word-by-word” simi-
larity of texts, taking into account the signifi-
cance of terms.

The paper describes an experiment car- 
ried out on two sets of normative and techni-
cal documents. The results of the experiment 
showed that vector representation based on the 
vocabulary of specific terms allows us to reduce 
the loss of that part of solutions that do not meet 
the given condition of exceeding the threshold 
value of the similarity degree between two doc-
uments, but should be still recognized as signif-
icant according to human assessment.

We determined possible factors influencing 
the solution quality for the selected method of 
searching for similar documents in the corpus: 
the way of constructing a vocabulary of spe-
cific terms, limiting the length of an -gram in 
the vocabulary, grammatical features of terms.

Document corpus models based on a specific 
terminology vocabulary are applicable in various 
IT solutions that take into account the similarity 
of texts: in recommendation systems, in seman-
tic search components, when routing incoming 
requests. The proposed algorithm increases the 
accuracy and explainability of recommenda-
tions in information systems, which speeds up 
decision-making by users and increases the effi-
ciency of their work with a large volume of text 
documents. 
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