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Abstract

In this paper, we discuss the construction of fuzzy classifi ers by dividing the task into the three 
following stages: the generation of a fuzzy rule base, the selection of relevant features, and the parameter 
optimization of membership functions for fuzzy rules. The structure of the fuzzy classifi er is generated 
by forming the fuzzy rule base with use of the minimum and maximum feature values in each class. 
This allows us to generate the rule base with the minimum number of rules, which corresponds to 
the number of class labels in the dataset to be classifi ed. Feature selection is carried out by a binary 
spider monkey optimization (BSMO) algorithm, which is a wrapper method. As a data preprocessing 
procedure, feature selection not only improves the effi  ciency of training algorithms but also enhances 
their generalization capability. In the process of feature selection, we investigate the dynamics of 
changes in classifi cation accuracy, iteration by iteration, for various parameter values of the binary 
algorithm and analyze the eff ect of its parameters on its convergence rate. The parameter optimization 
of fuzzy rule antecedents uses another spider monkey optimization (SMO) algorithm that processes 
continuous numerical data. The performance of the fuzzy classifi ers based on the rules and features 
selected by these algorithms is tested on some datasets from the KEEL repository. Comparison with 
two competitor algorithms on the same datasets is carried out. It is shown that fuzzy classifi ers with the 
minimum number of rules and a signifi cantly reduced number of features can be developed with their 
accuracy being statistically similar to that of the competitor classifi ers.
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Introduction

C
lassification is a pattern recogni-

tion and machine-learning problem. 

Presently there are many different 

classification algorithms (classifiers) available. 

When selecting a suitable algorithm, it is nec-

essary to take into account the following cri-

teria: classification accuracy, interpretability 

of the result, training time, classification time, 

etc. To classify an object is to identify the name 

(label) of a class to which this object belongs. 

The traditional classifier assigns one class label 

to an object under investigation. In turn, the 

fuzzy classifier can assign degrees of member-

ship, or soft labels, to all classes. The advantage 

of fuzzy classifiers is their high interpretability 

and accuracy [1–3]. The resulting interpret-

able model is easy to use in the process of deci-

sion-making [4]. 

Selection of relevant features is an important 

problem of data mining and pattern recognition. 

A feature is an individual measurable property 

of an observable object, process, or phenome-

non. Using a set of features, a machine-learn-

ing algorithm can perform classification. The 

feature selection problem can be formulated as 

a search for the optimal subset of features with 

the minimum redundancy and maximum pre-

dictive capability. A compact subset selected 

from an original set of features makes it possi-

ble to reduce computational costs and improve 

classification accuracy [5]. Feature selection 

methods are classified based on various criteria. 

Depending on the type of data in the training set 

(labeled, unlabeled, or partially labeled data), 

supervised, non-supervised, and semi-super-

vised methods are distinguished. Depending on 

the way of interaction between feature selec-

tion algorithms and classifiers, feature selec-

tion approaches are divided into three groups: 

filters, wrappers, and embedded methods. Fil-

ters do not depend on the classifier construction 

algorithm and have the following advantages: 

low computational complexity, sufficient gen-

eralization capability and independence from 

the classifier. Their main disadvantage is that 

features are selected independently. The wrap-

per method is integrated into the classifier con-

struction process and uses a measure of classifi-

cation accuracy to assess the selected subset of 

features. This interaction with the classifier gen-

erally yields better results as compared to filters; 

however, it increases the computational com-

plexity of the method and there is a risk of over-

fitting [6, 7]. With embedded methods, feature 

selection is carried out in the process of training 

and is integrated into the classifier construction 

algorithm.

Wrapper-based feature selection belongs to 

the class of NP-hard problems, which is why, 

in this case, it is reasonable to use heuristic and 

metaheuristic methods [8–10]. Metaheuris-

tics can be divided into two classes: discrete 

and continuous ones. Discrete metaheuristics, 

e.g., the genetic algorithm [11–15], ant colony 

optimization [16–18], and harmony search 

[19, 20], have long been successfully employed 

to solve feature selection problems. 

Feature selection is a binary optimization 

problem, which is why the use of most contin-

uous metaheuristics is preceded by their bina-

rization. Binarization generally uses transfer 

functions [21], which determine the probabil-

ity for the elements of the solution vector to 

change their values from 0 to 1 (and vice versa). 
This feature selection principle is inherent in 

particle swarm optimization [22, 23], gravi-

tational search [24, 25], brainstorming [26], 

teaching–learning-based optimization [27], 

black hole algorithm [8], grasshopper optimi-

zation [28], the salp swarm algorithm [29, 30] 

and the ant lion optimizer [31].

The recently proposed spider monkey opti-

mization (SMO) algorithm, which mimics 

the foraging behavior of these social animals, 

belongs to swarm intelligence methods [32]. 

This algorithm showed good results in optimiz-

ing unimodal and multimodal test functions 

[32], as well as in solving various optimization 

problems in the electric power industry, elec-
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tronics, telecommunications, biology, medi-

cine and image processing. [33]. 

The No Free Lunch theorem suggests that no 

particular algorithm yields the best results for 

all numerical optimization problems [34, 35]. 

Hence, new optimization algorithms are being 

developed. In [6], it was noted that there is no 

single best method for feature selection, and 

the researcher should focus on finding a good 

method for each particular problem.

The purpose of this work is to investigate a 

binary modification of the SMO algorithm for 

the wrapper-based selection of the optimal 

number of relevant features when constructing 

fuzzy classifiers. 

1. Methods 

1.1. Feature selection

Suppose that we have a dataset with  

instances, each being characterized by  fea-

tures . Feature selection con-

sists in choosing  features from  ( ) 

that optimize the objective function. In other 

words, the feature selection problem can be 

formulated as follows: on the given set of fea-

tures , find a feature subset that does not 

cause a significant decrease in classification 

accuracy as the number of features decreases. 

A feature selection solution is represented as 

a binary vector , where 

 means that the i-th feature is excluded 

from classification, while  means that the 

classifier uses the -th feature. Classification 

accuracy is estimated for each feature subset.

1.2. Fuzzy classifier

The traditional classifier is defined by the fol-

lowing function:

,

where f (x; ) = (h
1
, h

2
, …, h

m
)T, h

i 
= 1, h

j 
= 

0, , , when the object represented 

by the vector x belongs to the class ; 

 
} is the set of classes; and  is 

the vector of the classifier’s parameters.

The fuzzy classifier determines the class of 

the object with some degree of confidence:

.

The if–then rule of the fuzzy classifier with 

feature selection is written as follows: 

where  is the fuzzy term that characterizes the 

-th feature in the j-th fuzzy rule ( ), 

 is the number of fuzzy rules, and s
i
  x

i
 indi-

cates the presence ( ) or absence ( ) of 

a feature in the classifier.

Below are the formulas that provide the final 

solution: 

,

where  is the membership function for 

the fuzzy term  at the point .

On the given dataset , the 

measure of classification accuracy is defined as 

follows [20, 24]:

where f (x
p
; , S) is the output of the fuzzy clas-

sifier with the parameter vector  and feature 

vector .

Wrapper-based feature selection is an NP-

hard problem. For its solution, we propose a 

meta-heuristic called the binary spider mon-

key optimization (BSMO) algorithm.
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1.3. Binary spider 

monkey optimization

The population-based SMO algorithm 

proposed in [32] operates in the continu-

ous search space and, therefore, is not suit-

able for solving binary optimization prob-

lems. In [36], this algorithm was modified to 

work in the binary search space. In [33, 36], 

it was stated that the proposed algorithm is 

extremely effective for binary optimization as 

it converges quickly and is less likely to stuck 

at local optima.

In the process of BSMO, the population is 

divided into several groups, each having its 

own leader with the best solution in the group. 

The population also includes a global leader 

associated with the best solution in the popu-

lation. The operation of the BSMO algorithm 

can be described in terms of its following main 

stages: initialization, local leader phase, global 

leader phase and decision-making phase. This 

algorithm has the following parameters:  is 

the number of monkeys in the population; the 

position of each -th monkey represents a solu-

tion given by the vector 
 
;  

is the maximum number of local leaders;  is 

the number of iterations; and ,  are 

constants. 

The -th element of the -th solution is ini-

tialized as follows: 

                 (1)

In BSMO, the basic equations of the contin-

uous algorithm are modified using the logical 

operators AND ( ), OR (+), and XOR ( ).

The local leader phase updates the positions 

of monkeys taking into account the position 

of the local leader by using the following for-

mula:

 

(2)

where b and d take random values from the 

set {0; 1},  is the vector that specifies the 

coordinates of the local leader in the -th 

group, and  is the vector that specifies the 

coordinates of a random monkey from the 

same group.

The global leader phase sets the coordinates 

of monkeys in accordance with the position of 

the global leader:

 

(3)

where  is the vector that specifies the coor-

dinates of the global leader and

             . (4)

The decision-making phase sets the coordi-

nates of monkeys in accordance with the posi-

tions of the global and local leaders:

 

(5)

Below is the pseudocode of the BSMO algo-

rithm.

Input: M, C, T, p, pr, , D.

Output: S
best

.

loop on i from 1 to M

       loop on j from 1 to D 

              initialize the population by formula (1);

       end of loop

end of loop

C_current:=1; 

loop on i from 1 to M

GL:= search_global_best(E ( , S
i 
));

       LL := search_group_best(E ( , S
i 
));

end of loop

loop on t from 1 to T 
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       GLold := GL;

       loop on i from 1 to M

              loop on j from 1 to D

                     use formula (2);

              end of loop

       end of loop

loop on i from 1 to M

              LL := search_group_best(E ( , S
i 
));

end of loop

       loop on i from 1 to M

              loop on j from 1 to D

                     use formulas (3) and (4);                     

              end of loop

       end of loop 

loop on i from 1 to M

              GL :=  search_global_best(E ( , S
i 
));

end of loop

       loop on i from 1 to M

              loop on j from 1 to D

                     use formula (5);

              end of loop

end of loop 

loop on i from 1 to M

              GL :=  search_global_best(E ( , S
i 
));

              LL := search_group_best(E ( , S
i 
));

end of loop 

       if (GLold = GL) then

              C_current := C_current + 1;

              if (C_current > C) then

                     combine all agents in one group;

                     C_current := 1;

              otherwise

divide the largest group into two 

and generate new initial values for 

the new groups by formula (1);

              end of if

       end of if

end of loop

return S
best

 := best_solution(S);

1.4. Fuzzy rule 

base generation algorithm

The algorithm yields a compact initial rule 

base where each class is represented by one 

fuzzy rule [20, 24]. The rule is formed based 

on the minimum and maximum values for each 

class in the observations table {( }. 

The algorithm has the following parameters: 

 is the number of features and  is the num-

ber of classes.

Input: D, m, {(x
p 
; t

p 
)}. 

Output: fuzzy rule base *. 

Initialize an empty rule base := ;

loop on j from 1 to m

      loop on k from 1 to D

find the minimum and maxi-

mum values of the feature k in the 

class j minclass
jk 

=  and 

;

generate the fuzzy term A
jk
 that cov-

ers the interval 

[minclass
jk
, maxclass

jk
];

end of loop

generate the rule R
1j
 based on the terms 

A
jk
, which assigns a class label c

j
 to an 

observation;

       *:=    {R
1j 

};

end of loop

return  *.

1.5. Datasets

The performance of the BSMO-based fea-

ture selection algorithm was tested on 38 data-

sets from the KEEL repository (https://sci2s.

ugr.es/keel/datasets.php repository). Table 

1 describes the datasets used, where #Fall is 

the number of features in a dataset, #I is the 

number of instances, and #C is the number of 

classes.
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2. Experimental results

The experiments were carried out based on 

the 10-fold cross validation scheme while 

dividing each dataset into the training and test 

samples in a ratio of 9:1. The classifier was 

constructed on the training samples, while its 

accuracy was estimated on the test samples. 

The average accuracy on the test and training 

data was defined as follows:

where  is the number of BSMO runs on the 

same sample (in our experiments,  = 10).

The number of selected features was deter-

mined as a mean on all training samples.

The BSMO algorithm has four tunable param-

eters: the number of leaders , the thresholds  

and , and the size of the population . The 

default values of the parameters are as follows: 

the population size is 40, the number of leaders 

is 8, the number of iterations is 100,  = 0.4, and 

 = 0.5. For the datasets with 16 and more fea-

tures, the population size was set to 70. 

In the process of feature selection, we inves-

tigated the dynamics of change in the classifi-

cation accuracy, iteration by iteration, for var-

ious values of the BSMO parameters. The 

convergence curves for four datasets – Iono-

sphere, Hepatitis, Spectfheart, and Wine – are 

shown in Figures 1–4. Here, p00 corresponds to 

 = 0.0; similar designation is used for ; pop10 

corresponds to the population size of 10; and L2 

corresponds to the number of leaders C = 2.

Table 1. 
Description of the datasets

Dataset #Fall #I #C Dataset #Fall #I #C

appendicitis 7 106 2 phoneme 5 5404 2

balance 4 625 3 pima 8 768 2

banana 2 5300 2 ring 20 7400 2

bupa 6 345 2 satimage 36 6435 7

cleveland 13 297 5 segment 19 2310 7

coil2000 85 9822 2 shuttle 9 58000 7

contraceptive 9 1473 3 sonar 60 208 2

dermatology 34 358 6 spambase 57 4597 2

ecoli 7 336 8 spectfheart 44 267 2

glass 9 214 7 texture 40 5500 11

haberman 3 306 2 thyroid 21 7200 3

heart 13 270 2 titanic 3 2201 2

hepatitis 19 80 2 twonorm 20 7400 2

ionosphere 33 351 2 vehicle 18 846 4

iris 4 150 3 vowel 13 990 11

monk-2 6 432 2 wdbc 30 569 2

newthyroid 5 215 3 wine 13 178 3

page-blocks 10 5472 5 wisconsin 9 683 2

penbased 16 10992 10 yeast 8 1484 10
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Fig. 2. BSMO convergence curves for eleven values of the parameter pr

Fig. 1. BSMO convergence curves for eleven values of the parameter p
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Fig. 4. BSMO convergence curves for eight values of the parameter C

Fig. 3. BSMO convergence curves for ten values of the population size parameter
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Table 2. 
Comparison of the average accuracies 

on the Wine dataset depending on the number of leaders

Number 
of 

leaders

#L_2 #L_4 #L_6 #L_8 #L_10 #L_12 #L_14 #L_16

s t s t s t s t s t s t s t s t

#L_2 + 0.238 + 0.000 + 0.006 – 0.058 – 0.000 – 0.227 – 0.000

#L_4 – 0.238 + 0.010 + 0.201 – 0.001 – 0.000 – 0.001 – 0.000

#L_6 – 0.000 – 0.010 – 0.009 – 0.000 – 0.000 + 0.000 – 0.000

#L_8 – 0.006 – 0.201 + 0.009 – 0.001 – 0.000 – 0.004 – 0.000

#L_10 + 0.058 + 0.001 + 0.000 + 0.001 – 0.000 + 0.974 – 0.000

#L_12 + 0.000 + 0.000 + 0.000 + 0.000 + 0.000 + 0.000 – 0.111

#L_14 + 0.227 + 0.001 + 0.000 + 0.004 – 0.974 – 0.000 – 0.000

#L_16 + 0.000 + 0.000 + 0.000 + 0.000 + 0.000 + 0.111 + 0.000

Using the paired samples t-test, we ana-

lyzed the distributions of the average accuracy 

on the Wine dataset for different numbers of 

leaders. The null hypothesis was formulated 

at a significance level of 0.05 as follows: the 

compared distributions are equal. The results 

of the comparison (p-values) are shown in 

Table 2; here, s is the difference sign (#L_i – 

#L_j), where i is the column pointer and j is 

the row pointer.

Table 3 shows the results of feature selec-

tion without optimizing the parameters of 

the fuzzy classifier. Here, #F is the average 

number of selected features, #Rt is the ratio 

between the initial number of features and the 

number of features selected by the algorithm, 

#Tra is the average accuracy on the training 

sample, and #Tst is the average accuracy on 

the test sample.

3. Discussion

Our feature selection experiments with 

BSMO on 38 datasets allow us to conclude 

that the number of features can be reduced by 

a factor of three (on average) while preserving 

acceptable classification accuracy. Small dis-

crepancies between the classification accura-

cies on the training and test data indicate the 

absence of overfitting.

The threshold  can be used to control the 

convergence rate of the algorithm. Small val-

ues of  (0.0 or 0.1) reduce the convergence 

rate. For  close to 1, the algorithm converges 

quickly, but not always to the global opti-

mum. We recommend setting the values of this 

parameter close to 0.5. The effect of the param-

eter  is lower; it is recommended to set it in 

the range of (0.3–0.6). We recommend setting 

the population size close to the maximum (80–

100). The number of leaders has less effect on 

the convergence of the algorithm, with its value 

from the interval (6–10) being optimal.

Table 4 compares the feature selection results 

of the BSMO algorithm with the parameter 

optimization of the fuzzy classifier by the SMO 

algorithm [37] and the results of two compet-

itor classifiers, D-MOFARC and FARC-HD 

[38]. Here, #R is the average number of rules, 
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Table 3. 
Results of feature selection 

without classifier parameter optimization

Dataset #F #Rt #Tra #Tst Dataset #F #Rt #Tra #Tst

appendicitis 2.9 2.4 82.81 76.36 phoneme 4 1.3 76.35 76.22

balance 4 1 46.24 46.24 pima 4.1 2 73.63 72.67

banana 1 2 59.42 59.36 ring 1 20 58.51 58.39

bupa 2.7 2.2 60.61 58.17 satimage 10.2 3.5 65.48 64.69

cleveland 8.2 1.6 56.38 54.15 segment 9 2.1 81.80 81.90

coil2000 31.3 2.7 74.93 74.96 shuttle 3.9 2.3 88.82 88.81

contraceptive 2.8 3.2 44.32 44.06 sonar 27.2 2.2 85.05 73.46

dermatology 21.6 1.6 97.95 90.99 spambase 23.7 2.4 75.01 74.27

ecoli 3.9 1.8 54.20 51.22 spectfheart 20.7 2.1 91.21 84.55

glass 6.2 1.5 60.29 56.12 texture 12.1 3.3 74.01 73.69

haberman 1.1 2.7 70.44 67.96 thyroid 1.8 11.7 91.06 90.93

heart 5.4 2.4 79.14 74.21 titanic 1.4 2.1 77.60 77.60

hepatitis 8.1 2.3 94.45 85.51 twonorm 19.7 1 96.87 96.74

ionosphere 16.8 2 93.06 91.58 vehicle 5.9 3.1 49.28 47.87

iris 1.8 2.2 96.81 94.67 vowel 5.3 2.5 47.28 47.68

monk-2 1 6 63.89 63.95 wdbc 10.4 2.9 97.06 95.18

newthyroid 3.5 1.4 97.88 96.77 wine 6.2 2.1 96.5 96.08

page-blocks 2 5 80.42 80.52 wisconsin 5.3 1.7 94.45 93.59

penbased 7 2.3 51.58 51.84 yeast 5.1 1.6 43.67 41.91

#F is the number of features, #L is the average 

accuracy on the training samples, and #T is the 

average accuracy on the test samples. 

The classifier was constructed on the train-

ing samples by using the 10-fold cross valida-

tion scheme for each feature set yielded by the 

BSMO algorithm on each individual dataset. 

The classifier’s parameters were optimized by 

the SMO algorithm. The average accuracy on 

the test and training data was determined by 

computing the mean. Then, for each dataset, a 

classifier with the highest average accuracy on 

the test samples was selected.

The statistical significance of the differences 

in the classification accuracies, numbers of 

features, and numbers of fuzzy rules generated 

by the SMO algorithm and competitor classifi-

ers were estimated using the Wilcoxon signed-

rank test. 

1. The test indicated a significant differ-

ence between the numbers of fuzzy rules in 

the SMO-based classifiers and the competitor 

classifiers (p-value < 0.001).

2. The test indicated a significant difference 

between the numbers of features in the SMO-

based classifiers and the competitor classifiers 

(p-value < 0.001).

3. The test indicated the absence of a sig-
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Table 4. 
Performance comparison of the algorithms

№ Dataset

Algorithms

BSMO+SMO D-MOFARC FARC-HD

#R #F #L #T #R #F #L #T #R #F #L #T

1 balance 3 4 87.5 86.7 20.1 4 89.4 85.6 18.8 4 92.2 91.2

2 banana 2 2 78.9 78.4 8.7 2 90.3 89 12.9 2 86 85.5

3 bupa 2 3 74.2 70.4 7.7 6 82.8 70.1 10.6 6 78.2 66.4

4 cleveland 5 8 60.7 57.1 45.6 13 90.9 52.9 42.1 13 82.2 58.3

5 ecoli 7 4 72.6 64.0 26.2 7 94 82.7 32.2 7 91.6 81.2

6 glass 7 7 69 63.3 27.4 9 95.2 70.6 18.2 9 79 69

7 haberman 2 1 79.2 74.8 9.2 3 81.7 69.4 5.7 3 79.2 73.5

8 heart 2 6 81.6 80.2 18.7 13 94.4 84.4 27.8 13 93.1 83.7

9 hepatitis 2 10 96.8 91.1 11.4 19 100 90 10.4 19 99.4 88.7

10 iris 3 2 97.8 96.3 5.6 4 98.1 96 4.4 4 98.6 95.3

12 newthyroid 3 4 98.7 96.8 9.5 5 99.8 95.5 9.6 5 99.2 94.4

13 page-blocks 5 2 95.5 95.3 21.5 10 97.8 97 18.4 10 95.5 95

14 penbased 10 6 73.7 72.6 119.2 16 97.4 96.2 152.7 16 97 96

15 phoneme 2 4 79.9 79.2 9.3 5 84.8 83.5 17.2 5 83.9 82.4

16 pima 2 4 75.5 74.3 10.4 8 82.3 75.5 20.2 8 82.3 76.2

17 segment 7 8 88.7 82.3 26.2 19 98 96.6 41.1 19 94.8 93.3

23 spambase 2 25 77.9 76.3 24.3 57 91.7 90.5 30.5 57 92.4 91.6

18 thyroid 3 2 99.6 99.3 5.9 21 99.3 99.1 4.9 21 94.3 94.1

19 titanic 2 2 79.5 79.0 10.4 3 78.9 78.7 4.1 3 79.1 78.8

20 twonorm 2 20 97.5 97.1 10.2 20 94.5 93.1 60.4 20 96.6 95.1

21 wine 3 8 98.9 96.6 8.6 13 100 95.8 8.3 13 100 95.5

22 wisconsin 2 5 96.8 96.4 9 9 98.6 96.8 13.6 9 98.3 96.2
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nificant difference between the classification 

accuracies on the test samples for the classi-

fiers compared: p-value = 0.153 for the pair 

(BSMO+SMO – D-MOFARC) and p-value =

0.148 for the pair (BSMO+SMO – FARC-

HD).

Based on the results of the statistical compar-

ison, we can conclude that the reduction in the 

number of rules and features did not cause a 

significant decrease in classification accuracy; 

the classifiers with a smaller number of features 

and rules are preferable due to their higher 

interpretability.

Conclusion

In this paper, we have described an approach 

to the construction of fuzzy classifiers. The rule 

base of the fuzzy classifier has been generated 
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using the minimum and maximum feature val-

ues in each class. Feature selection has been 

carried out by the wrapper method, namely, the 

binary spider monkey optimization (BSMO) 

algorithm. The parameters of the member-

ship functions used in the fuzzy rules have been 

optimized using the SMO algorithm operat-

ing in the continuous search space. The per-

formance of the proposed approach has been 

tested experimentally on a number of data-

sets. The first experiment on 38 datasets con-

sisted in reducing the initial set, finding rele-

vant features, and analyzing the effect of the 

BSMO parameters on the convergence rate. In 

the second experiment, we compared BSMO 

with two well-known metaheuristic methods 

by using the Wilcoxon signed-rank test. Both 

experiments have confirmed the effectiveness 

and competitive advantages of the proposed 

approach. 
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