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Abstract

This work is devoted to the highly topical problem of structuring costs for contextual and targeted 
advertising on the Internet. The choice of the ad campaign financing structure is considered from 
the point of view of violating the principle of symmetry of user interest in ads. The purpose of this 
work is to develop a methodology for structuring advertising campaign costs based on cluster analysis, 
taking into account the asymmetry of user interest in advertising. The key feature of the research is 
the description of the possibility of using the asymmetry of user interest in application solutions, such 
as online advertising. The Gini coefficient is used as an indicator of the degree of imbalance in the 
manifestation of a feature in clustering, and the features of using the lift coefficient and the Lorentz 
curve to evaluate the effectiveness of contextual and targeted advertising for various groups of customers 
are also considered. Using the Gini index and cluster analysis, you can analyze the possibilities of 
increasing ad revenue and compare it with the absence of any policy for structuring advertising costs. 
Identifying such patterns in consumer groups allows you to identify the main directions of product 
development and customer interest in it. The method described here should be used to improve the 
effectiveness of banner advertising and clustering algorithms. This approach does not improve banner 
clickability, but allows you to implement an individual approach to advertising products with the 
current number of clicks and more effectively structure the cost of various types of advertising.
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Introduction

Today, one of the most dynamically 
developing segments of advertising 
activity is advertising on the Internet. 

For example, banner advertising allows you to 
more accurately and effectively deliver an ad 
to an interested customer. However, there are 
quite a few options for monetizing the display 
of ads depending on the purpose and capabili-
ties.

This type of advertising, of course, requires 
certain investments, which are not always justi-
fied, since the distribution of information and 
ad delivery technologies, as well as their cost, 
depend on a large number of factors and are 
complex and random [1]. It is often difficult 
to understand which category of users will be 
interested in an ad, and it is even more diffi-
cult to predict sales growth depending on the 
investment in advertising.

In this regard, there are two fundamentally 
different types of advertising: contextual and 
targeted. Contextual advertising allows you to 
perform automated display of an ad in accord-
ance with the subject area of the customer’s 
search for products. Targeted advertising, on 
the other hand, searches for the audience for 
the offer by features, which is a more complex 
task. Despite the fact that both types of adver-
tising have fine-tuned display settings, the 
effectiveness of contextual advertising is often 
higher due to working with an interested audi-
ence.

However, companies are also interested 
in expanding their target audience. There-
fore, the task arises of determining the struc-
ture of advertising campaign financing by type, 
depending on the types of business and the 
behavioral activity of customers, both inter-
ested and potential.

It is often advisable to use both types of 
advertising, instead of giving preference to 
one type of advertising at the expense of the 
other. Therefore, the purpose of this study is 

to develop a methodology for structuring the 
costs of an advertising campaign that takes into 
account the violation of the principle of sym-
metry of user interest in advertising.

The choice of ad campaign financing struc-
ture is not as obvious as it might seem at first 
glance. It is created by the phenomenon of 
information asymmetry [2, 3] in the market of 
online sales of goods and services. In this case, 
sellers conduct business without having full 
information about the competitive environ-
ment, as well as the intentions of buyers [1, 4]. 
In turn, customers form their opinion about a 
product or service based on a different set of 
factors and sources, constantly listen to the 
opinion of online communities, reading arti-
cles, reviews on the Internet, following opinion 
leaders, etc. Thus, the interaction between the 
advertiser and the product user becomes more 
complicated due to the information asymme-
try of the market. The main hypothesis is that 
the phenomenon of market asymmetry is asso-
ciated with an imbalance in the behavioral 
activity of customer groups [5, 6].

There are various methods for structuring 
and planning advertising campaign costs, tak-
ing into account the preferences of the target 
audience [7]. In this case, various offline and 
online tools are used, such as customer sur-
veys, or selecting one of the types of advertis-
ing (contextual or targeted), depending on the 
organization’s goal (launching a new product 
on the market, increasing the target audience, 
etc.). On the one hand, these approaches can 
significantly simplify the planning process, but 
on the other hand, they do not allow you to 
flexibly configure and effectively manage your 
advertising campaign. The approach proposed 
is one of the modifications of the algorithm for 
structuring advertising campaign costs based 
on the assessment of the economic effect of 
clickability and the use of classification meth-
ods [8]. In particular, we propose using clus-
ter analysis methods to create a more suitable 
model for structuring advertising costs.

MATHEMATICAL METHODS AND ALGORITHMS OF BUSINESS INFORMATICS
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1. The proposed approach  
to structuring advertising costs

The contextual advertising mechanism is an 
automated transaction for the implementation 
of advertising, and the usefulness of display-
ing an advertising banner is measured using 
the clickability indicator CTR (Click Through 
Rate) [1, 9]:

     (1)

When a company knows about the preferences 
of some of its customers, it can contact one of 
the ad providers that implements the contextual 
advertising mechanism for the corresponding 
users. Such ads are less effective in finding and 
expanding the target audience, since they are 
only shown to those customers who are already 
interested in purchasing this product.

In the case of tagged ads, banner owners are 
paid based on the number of clicks and impres-
sions when the user sees the banner but doesn’t 
click on it. The way to monetize banners is to 
sell them at an ad auction, where advertisers 
bid on these banners with different numbers 
of auction participants and placement condi-
tions. Targeted advertising allows you to attract 
more of the target audience, but it is less accu-
rate, although it is a cheaper tool for an Inter-
net marketer.

If the ad campaign budget is limited, these 
funds can be distributed among ad providers, 
for example, as follows: 30% of the funds are 
allocated to the contextual advertising provider, 
and 70% to the targeted advertising providers. 
As a result, the company needs a model that 
will allow you to set the proportions of fund-
ing for these types of advertising in accordance 
with the interests of users.

The effectiveness of advertising policy based 
on the model built can be estimated using the 
lift coefficient [9]:

                      	 (2)

where P (A) and P (B) – probabilities of inter-
est in contextual and targeted ads, respectively; 

joint probability P (A  B ) – probability of 
interest in both types of ads from users.

The lift coefficient is an indicator of the 
effectiveness of targeted advertising and is used 
when predicting or classifying groups of users 
[10] who show increased interest in advertising.  
The model works well if the response within the 
target audience segment is much better than 
the average for the total number of users who 
were shown the ad.

Note that if we consider only 30% of the pos-
sible distribution for contextual advertising, 
this means that we are only interested in cus-
tomers of deciles 1, 2, and 3. However, there 
may be a situation where the CTR value is also 
higher than the average for decile 4 (Figure 1). 
This approach is based on user classification 
and is similar to the idea of ABC analysis [11].

One approach to calculating the lift coef-
ficient is to divide users into quantiles and 
rank the quantiles by the degree of lift. Next, 
you need to consider each quantile and, after 
weighing the predicted probability of response 

Decile of the number of clients

Fig. 1. The probability of a click  
for each decile of customers
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(and the associated financial benefit) in rela-
tion to advertising costs, make a decision on 
the financing of the advertising campaign. This 
principle is described in one of the examples 
shown in Figure 2. The curve, designated as a 
“random model”, characterizes the situation 
of absolutely uniform distribution of interest in 
advertising among all users. This curve is called 
the absolute symmetry curve and means that 
there is no economic effect from advertising, 
since users show interest in ads in a random 
order, regardless of the seller’s actions, which 
is practically unattainable in real conditions 
[12, 13]. In this regard, it is possible to evaluate 
the economic effect that is received from users 
who have shown interest in advertising. The 
curves shown in Figure 2 as “ideal model” and 
“normal model” characterize the effectiveness 
of advertising for different user segments. This 
model can be considered as a kind of receiver 
performance curve (ROC) [14, 15], which is 
also known as the Lorentz curve [5, 14].

The Lorentz curve for an ideal model 
describes the case when advertising is effec-
tive only for one small segment of users, who 
account for about 90% of the profit from ads, 
and the rest of the users who were shown the ad 
do not show interest in it. In this case, the cost 
of contextual advertising can be structured in a 
smaller proportion in order to find new inter-
ested customers using targeted advertising.

If the maximum economic effect compared 
to the random model is achieved at the fourth 
decile, then the maximum of interested users 
is about 40% of their total number. This case 
characterizes the normal model, which is most 
often found in practice. Thus, the search for 
the maximum economic effect for a different 
number of interested users allows you to pre-
structure advertising costs.

2. Research methods

It is advisable to divide users into deciles 
when there is no additional information about 
users that does not allow us to identify pat-
terns in their behavior. It should be noted that 
in the case of contextual advertising, marketers 
have a fairly extensive array of information that 
characterizes the behavioral activity of prod-
uct users. Therefore, the second approach to 
calculating the lift coefficient is to use cluster 
analysis [16, 17] to construct the Lorentz curve. 
In order to assess the uniformity of user inter-
est in an ad, as well as to compare ads with their 
interests, it is necessary to proceed to cluster 
analysis of user reaction to ads [18].

Existing approaches [19] use the variance of 
differences between the test and training sam-
ples relative to the average level as an indicator 
of asymmetry. However, cluster analysis meth-
ods, being methods of machine learning with-
out a teacher, require the use of other indica-
tors of class symmetry breaking that are used 
in this paper.

The method developed includes the follow-
ing steps:

Cumulative percentage of users by 
decile for contextual advertising 

Fig. 2. Optimization of contextual advertising costs

random model
ideal model
normal model
30% level

Margin for 
improvement

Economic 
effect

1

0.9

0.8 

0.7

0.6

0.5

0.4

0.3

0.2

0.1

0
0     0.1    0.2    0.3    0.4    0.5     0.6    0.7    0.8     0.9    1

Cumulative share of ad revenue

MATHEMATICAL METHODS AND ALGORITHMS OF BUSINESS INFORMATICS



BUSINESS INFORMATICS   Vol. 14  No 4 – 2020

11

Step 1. To assess the quality of customer 
clustering, you need to evaluate the number of 
clusters (groups of splitting) as well as the uni-
formity of clusters in terms of the number of 
customers included in them.

It should be noted that the number of cli-
ent partitioning groups is unknown in advance, 
so it is not possible to use clustering based on 
the k-means method. Clustering using algo-
rithms based on decision trees requires a test 
training sample. However, in the case of an ad 
campaign, this selection may change dynami-
cally. Therefore, hierarchical clustering meth-
ods are used as the most appropriate method 
[17], which do not require a training sample 
and allow for dividing clients into groups based 
on characteristics.

Hierarchical clustering methods allow you to 
choose one of two options for joining:

1) Agglomerative clustering starts with n clus-
ters, where n is the number of observations 
(each of them is assumed to be a separate clus-
ter). The algorithm then tries to find and group 
the most similar data points;

2) Divisional clustering is performed in the 
opposite way: initially, it is assumed that all n 
data points are one large cluster, after which 
the least similar ones are divided into separate 
groups.

At the same time, agglomerative clustering 
is better suited for identifying small clusters, 
while the use of divisional clustering is advis-
able for identifying large clusters. Since the 
assumed characteristics of clients are described 
by categorical variables, the Gower distance is 
used as the cluster separation metric [18].

Step 2. At this stage, building a Lorentz curve 
to assess the imbalance of user interest in ads. 
The Gini coefficient is often used as an indica-
tor of the degree of imbalance in the manifes-
tation of a feature [20, 21]. Figure 3 shows an 
example showing the dependence of the share 
of points in the i-th cluster (on the total num-
ber of points in the sample) on the cumulative 
share of the number of clusters.

For example, for four clusters, the share of the 
first cluster will be 0.25 (25%). This cluster will 
contain 25 points out of 100, so the graph will 
display a point (0.25; 0.25).  If all clusters have 
the same number of points, then there is abso-
lute symmetry in the partition groups and the 
Gini coefficient is zero. Accordingly, the imbal-
ance is described by the area of the bounded 
Lorentz polyline and the absolute symmetry 
curve and is calculated by the formula:

   (3)

where n – number of clusters; 

X
k
 – cumulative percentage of the number of 

clusters; 

Y
k
 – cumulative percentage of the number of 

points in the cluster.

The greater the value of the Gini coefficient 
deviates from zero, the greater the asymme-
try in the characteristics of clusters [21–23]. 

Cumulative fraction  
of the number of clusters

Fig. 3. Interpretation of the Gini coefficient  
in clustering problems
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Calculating the Gini coefficient makes it pos-
sible to find the best match between the clus-
tering options for products and customers, 
which helps to increase the customer orienta-
tion of products and increase the effectiveness 
of advertising. As a result, switch from user 
classification methods to clustering, which will 
simultaneously allow you to make more pre-
cise settings for both contextual and targeted 
advertising. However, to do this, it is necessary 
to evaluate the quality of grouping into clusters 
using the Gini coefficient.

Figure 4 shows an example that compares sev-
eral Lorentz curves for four, five, and ten clus-
ters. It is shown that in this case, with five clus-
ters, not only the best quality of splitting users 
into groups is observed, but it is also possible to 
conclude that users of the first cluster provide 
the maximum increase in advertising revenue.

Step 3. At the final stage, it is necessary to 
determine at what value of the cumulative share of 
clusters the maximum lift coefficient is observed, 
which allows us to conclude that the part of users 
for whom contextual advertising is more effective 
is allocated, according to which the share of con-
textual advertising in the total cost is set.

3. Example of application  
of the proposed approach

Using the Gini index and the cluster approach, 
you can calculate how much it is possible to 
improve advertising revenue in the same condi-
tions by using the methodology described in this 
paper and compare it with the results obtained in 
the absence of any policy for structuring adver-
tising costs. It should be noted that this method 
does not allow you to improve CTR in general, 
but it allows you to optimize the cost of advertis-
ing a product with the current number of clicks 
and purchases.

Let’s take a concrete example of how this 
approach to evaluating the effectiveness of adver-
tising works. First of all, the source data was mod-
eled using the R language using the “dunif” and 
“dbinom” batch functions. Modeling was per-
formed on the basis of various distribution func-
tions that characterize the appearance of a par-
ticular trait. The synthesized test sample consisted 
of 10 thousand points, each of which describes 
the user’s action in accordance with the follow-
ing criteria: 

 unique identifier of the action, type  
“string” – sequential numbering;

 date and time, type “object”– discrete uni-
form distribution within the range from the start 
date to the end date;

 user’s operating system, type “string”– dis-
crete uniform distribution across four types of 
operating systems;

 the user’s browser, type “string” – the dis-
crete uniform distribution on the six kinds of 
browsers;

 country, type “string” – discrete uniform dis-
tribution across nine countries;

Fig. 4. Example of structuring advertising costs  
based on cluster analysis
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 referral link type, type “string” – discrete 
uniform distribution across five types of links 
corresponding to different parts of the site where 
banners are placed;

 banner name, type “string” – discrete uni-
form distribution;

 action (interest or lack of interest), type 
“binary int” – binomial distribution with a pur-
chase probability of 0.05;

 buy (or no buy), type “binary int” – binomial 
distribution with a purchase probability of 0.02.

As one of the simplifications, it is assumed 
that the cumulative income from the purchase 
is measured in relative units – the probability of 
making a purchase of one unit of identical goods.

The next step is to select the users who 
responded to the ads. In this case, there were 
453 people (CTR = 4.53%), of whom 50 peo-
ple made purchases. Then you need to evaluate 

the uniformity across clusters of interested cus-
tomers who have made purchases.

The next step is to perform client cluster-
ing using hierarchical methods [22], using two 
algorithms: based on divisional and agglomera-
tive clustering.

Indicators of the sum of squares of distances 
between points within the cluster and the aver-
age width of the silhouette [24, 25] allow us to 
assess the quality of clustering. For the sum of 
squared distances, the “elbow bend” method is 
used [22, 26] to determine the optimal num-
ber of clusters, and the local maximum of the 
silhouette width value allows you to select 
the number of clusters with the best separa-
tion. Thus, the optimal number of partitioning 
groups – clusters is five for the agglomerative 
and eight for the divisional clustering algorithm 
(Figure 5). In addition, it is possible to evaluate 
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searching by needs. Therefore, in this exam-
ple, about 70% of advertising costs should be 
given to contextual advertising, which will 
allow you to target only interested users, while 
the remaining 30% should be given to targeted 
advertising to attract new customers.

However, in the case of five clusters, the area 
under the curve is significantly smaller than in 
the case of eight clusters, when there is a more 
detailed partition. It should be noted that the 
agglomerative clustering algorithm provides 
a large area, which in this case shows the best 
results, despite the increase in the number of 
clusters. The threshold values for the share of 
buyers for both algorithms have not changed 
much, which indicates that the results are bal-
anced and reliable. However, the very value of 
the lift coefficient has grown significantly and 

the intra-cluster variety of user actions regard-
ing purchases. To do this, you need to compare 
how advertising costs can be structured based 
on the Gini coefficient. The indicators that 
characterize cluster diversity for splitting into 5 
and 8 clusters are shown in Table 1.

The threshold value of the buyers share (Fig-
ure 6), which characterizes the maximum eco-
nomic effect (lift coefficient) from advertis-
ing, for five clusters varies from 0.66 to 0.71 for 
agglomerative and divisional clustering algo-
rithms, respectively. This means that for opti-
mal structuring of advertising costs, it should 
be taken into account that the majority of users 
(about 80%) belonging to cluster 2 (Table 1) do 
not have clear intentions and signs of actions 
related to the purchase of a product, i.e. they 
most likely bought it spontaneously [2, 27], 

Table 1. 
Results of hierarchical clustering of interested users

Cluster No 1 2 3 4 5 6 7 8

Divisional clustering

Percentage of the total number  
of interested customers 0.071 0.717 0.082 0.029 0.040 0.035 0.015 0.011

Probability of buying 0.04 0.9 0.04 0 0.02 0 0 0

Percentage of the total number  
of interested customers 0.071 0.717 0.168 0.029 0.015 – – –

Probability of buying 0.04 0.82 0.1 0 0.04 – – –

Agglomerative clustering

Percentage of the total number  
of interested customers 0.2649 0.6225 0.0442 0.0265 0.0155 0.0110 0.0110 0.0044

Probability of buying 0.1 0.86 0.02 0 0 0.02 0 0

Percentage of the total number  
of interested customers 0.265 0.660 0.044 0.026 0.004 – – –

Probability of buying 0.16 0.76 0.04 0.04 0 – – –
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it can be judged that the maximum economic 
effect of advertising is achieved by financing 
contextual advertising in the amount of 62% of 
total costs. This clarifies the characteristics of 
users who are most likely to buy the product, 
and the probability of purchase increases from 
82% to 90%.

4. Discussion  
of the proposed approach

In order to evaluate the possibilities of the 
proposed approach, let’s look at the diagram 
that shows the results of structuring the costs of 
an advertising campaign based on the ranking 
of customers by deciles (Figure 7).

Figure 7 shows that the cost structure for 
contextual and tagged advertising by rank-
ing by decile differs markedly from the clus-
ter approach. In the case of ranking clients 
by deciles, the maximum lift coefficient was 
obtained for 20% of clients, which indicates 
that contextual advertising is financed in the 

Fig. 6. Example of structuring advertising costs  
based on hierarchical clustering for five (a) and eight (b) clusters

а). b).

random model                                divisional clustering                              agglomerative clustering

Fig. 7. Results of structuring advertising  
campaign costs by ranking by decile
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amount of only 20% of the total cost. Despite 
the fact that this graph is closer to the ideal case, 
this model has a minimal margin for improve-
ment. In addition, it is impossible to correctly 
compare the obtained Lorentz curves for the 
cumulative fraction of points by deciles and the 
cumulative fraction of clusters, since in the first 
case, ranking was performed, and in the sec-
ond – feature clustering. For the same reason, 
the areas under the Lorentz curves obtained in 
Figures 6 and 7 cannot be compared. However, 
the lift coefficient in both cases can be used to 
determine the proportions of advertising costs. 
The noticeable differences are explained by 
the fact that in the case of ranking by deciles, 
only the facts of the transaction are taken into 
account, but this approach does not take into 
account the characteristics of customers. The 
main advantage of the proposed method is the 
ability to more flexibly configure the struc-
ture of advertising costs depending on the signs 
of customer behavioral activity. The cluster 
approach allows you to build a more appropri-
ate model and configure contextual advertising 
more precisely.

Conclusion

Analysis of the results allows us to draw the 
following conclusions.

1. To expand the capabilities of approaches 
to structuring banner advertising costs, it is 
necessary to use clustering algorithms based 
on categorical characteristics of user actions.

2. Hierarchical clustering methods are well 
suited for estimating the required number of 
clusters, and also make it possible to identify 
hidden patterns in customer behavioral activ-
ity.

3. The Gini coefficient makes it possible to 

evaluate the quality of clustering and deter-
mine the user groups that give the maximum 
purchase probability.

4. Using the cluster approach allows you not 
only to structure advertising costs, but also to 
determine which type of advertising should be 
applied to which users. This gives more oppor-
tunities to optimize costs and increase the 
effectiveness of your advertising campaign.

Identifying hidden patterns in consumer 
groups allows you to identify the main direc-
tions of product development and customer 
interest in the product as well as assess the sta-
bility of the market for products with similar 
characteristics and the stability of its develop-
ment.

The results obtained reveal the applied pos-
sibilities of using the principle of symmetry 
breaking in business tasks, and, in contrast to 
existing works [6, 27], they reflect the possi-
bilities of structuring the costs of an advertis-
ing campaign. This approach allows you not 
only to identify the popularity of products by 
characteristics, but also to determine the most 
effective ways to attract customers for a par-
ticular type of product. This is achieved by 
comparing the results of consumers’ behav-
ioral activity in relation to their performance 
of target actions, as well as the characteris-
tics of the products for which they performed 
these actions. Also, one of the advantages is 
the ability to use the Gini uncertainty and the 
lift coefficient as indicators of user groups for 
which contextual or targeted advertising is 
more effective.
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Abstract

In this paper a model for the formation of sustainable supply chains of raw materials for a timber 
processing complex is proposed. The model allows one to optimize the plan of purchases from the 
Russian Commodity Exchange, as well as the plan of manufacturing finished products. The model 
presents the task of mathematical programming, whereby the company’s profit is used as the objective 
function, and the input data include the forecasted values ​​of structure and volumes of offers available 
on the Russian Commodity Exchange, as well as demand for finished products. The recurrence 
dependencies of the model describe the flow of raw materials at the enterprise’s warehouse, taking 
into account revenues from purchased lots, transportation time and consumption of resources that 
are required for production of simulated volumes of products. Constraints of the model represent 
formalization of the limited flow of financial resources, taking into account sales and warehouse 
characteristics. The optimization task deals with variables including volumes of daily output of 
finished products according to a given nomenclature, as well as variables that specify the inclusion of 
lots into the portfolio of applications purchased on the exchange. The model solution is found using 
the branch and bound method with preliminary clipping based on the modified Chvatal–Gomory 
method. One example considers formation of optimal plans for the purchase and sales in a timber 
processing complex located in the Primorsky Territory (Russia), which does not have its own forest 
plots providing production with raw materials. The usefulness of the interaction of the enterprise with 
the timber department of the commodity and raw materials exchange is assessed.
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Introduction 

In any industry of the economy, production 
is a quite complex and time-consuming 
process. When managing the manufactur-

ing process, there are many tasks that have dif-
ferent levels of complexity. Such tasks require 
appropriate tools to optimal solutions determin-
ing. In its development strategy, an enterprise 
can focus on goals that are different from the 
financial point of view. In most cases, this goal is 
to maximize profit, which amount depends on 
multiple factors coming from both the external 
and internal environment of the enterprise.

Typically, the entire manufacturing process 
can be subdivided into three stages. The first 
stage is securing the material resources (raw 
materials). The second stage is production. 
The third stage is sale of the finished products, 
including logistics issues.

Each of these processes is quite complex in its 
own way. A serious problem for any production 
in the timber industry is to obtain resources [1]. 
If the necessary raw materials are purchased 
outside the enterprise, then the enterprise faces 
the task of selecting the best option for pur-
chasing and delivering raw materials from the 
production areas to the production site. For a 
timber industry enterprise that buys raw mate-
rials on a commodity exchange, the number of 
possible options on a planning horizon of sev-
eral months is quite large. This requires analy-
sis of significant volumes of data and the use of 
special tools [2, 3].

Another important issue is the problem of 
selecting the optimal volume of products for 
each type, taking into account current market 
demand [3, 4]. However, it is difficult and even 

dangerous for the prospect of the enterprise to 
form a production plan on the middle or long-
range planning horizons without understanding 
the current situation on the raw materials mar-
ket. It may turn out that the prices for raw mate-
rials are too high to purchase in sufficient quan-
tities, while the production plan is drawn up 
relying on the availability of certain types of raw 
materials. In this regard, for high-quality plan-
ning of production volumes, it is important to 
take into account the trends on the raw materi-
als market.

To solve the task of arriving at an optimal 
manufacturing plan, it is necessary to develop 
the plan on the basis of the available forecasts 
for raw materials, or relying on the known dis-
tribution of orders sold in the market. So, there 
is a question that is known in the literature as the 
problem of supply chain management (SCM).

1. Review of the literature  
and stating the problem

The tasks of supply chain management (SCM) 
are always complex from several points of view. 
First, there is no exact universal method for 
finding optimal (or more or less effective) solu-
tions of SCM problems [4]. Secondly, there are 
a huge number of factors that must be taken into 
account when looking for solutions [1, 3, 5].

The timber industry has its own specifics of 
the raw material delivery process. Raw mate-
rials from this industry are very similar to food 
products, because both have a time factor – the 
factor of the stock availability. If a commodity 
is stored for too long, then there is a high prob-
ability that it will deteriorate and lose liquidity. 
Therefore, the speed of delivery of raw materi-
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als to the point of production should be maxi-
mized [2, 3].

To achieve the maximum speed of delivery of 
raw materials, so that raw materials remain liq-
uid for the manufacturer, the following is essen-
tial. First, it is necessary to know the distribution 
of market bids [1]. Second, one should take into 
account the delivery time of raw materials [4, 6]. 
Finally, you must take into account the impor-
tant factor of the number of consumed types of 
raw materials per unit of manufactured goods, 
and also take into account the stock of each raw 
material and storage capacity.

The authors of [7] developed one of the rare 
purely linear models for the raw material deliv-
ery system. By transforming a linear program-
ming problem into a two-step scenario-based 
problem, it is possible to eliminate uncertainty 
in production levels and weather conditions. 
The scenario based model allowed the authors 
to minimize overall costs, including transporta-
tion, warehouse expansion and throughput pen-
alties.

Authors of [4] solved the problem of forming 
a supply chain, taking into account the norms 
of labor costs for the production of each unit of 
goods. The authors modeled the situation for 
the delivery of the final product to consumers 
by forming a matrix of input and output flows. 
The indicator of the difference between the sales 
revenue and the costs of transporting goods was 
used as an objective function. It should be noted 
that the solution of this problem has a one-time 
nature for the current situation, and for solving 
subsequent tasks of the supply of goods it will 
be necessary to solve this problem again. This is 
extremely difficult from the point of view of the 
volume of appropriate computations.

Article [8] discusses a new multi-period, 
multi-product supply chain project that takes 
into account economic, environmental and 
social aspects. The model aims to minimize 
the total cost of the system, including the fixed 
costs of installation, transportation, manufac-
turing, purchasing, distribution and environ-

mental protection. The model considers sev-
eral aspects of supply chain network design, 
such as capacity of facilities, maximum cover-
age radius, limited budget and the acceptable 
level for social assessment of enterprises and 
distribution centers. The model captures vari-
ous categories of uncertainty, including on the 
supplier side and the receiver side. To deal with 
undefined parameters, a limited fuzzy pro-
gramming approach is used. Several test tasks 
are used to analyze the characteristics of the 
problem proposed. The results of the calcu-
lations show that accounting for the different 
categories of uncertainty is critical to designing 
an efficient and effective supply chain network. 
The disadvantages of this model include fail-
ure to account for the delivery of raw materials 
to the point of production, as well as the maxi-
mum volume of raw materials and goods that 
can be simultaneously stored in warehouses.

The authors of [9] argue that a decline in mar-
ket prices leads to the need to reduce the cost of 
supplying wood chips to ensure profitability in 
the supply chain and continued supply of wood 
chips. Shredding and transporting are two main 
factors affecting the overall cost of a biofuel sup-
ply system. In order to fully utilize the payload 
of trucks and reduce transport costs, logging res-
idues are usually cleaved at planting so that there 
is a minimum of empty space between the raw 
materials. It is important for the contractor to 
maximize the proportion of effective working 
time in relation to the planned working time. 
It is now widely believed that effective working 
time is less than 50 percent of planned working 
time due to transporting chips using a crusher, 
waiting for trucks for chips and other delays. The 
increased loading of the shredder requires more 
efficient coordination between the equipment 
and the chip loaders that deliver the produced 
chips to the customer. Supply system models 
were constructed using discrete event simula-
tion to examine how transport distance, number 
of trucks, shift scheduling and chip buffers affect 
system costs for a high-performance crusher 
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system. System cost and machine utilization 
vary greatly depending on system configuration.

In [10], the authors proposed a new approach 
for re-optimization of transportation plans for 
log trucks in real time when an unexpected 
event is detected. This approach uses a space-
time network to represent the evolution of the 
transport network over time and the changes it 
undergoes after a failure. Permitted trips and 
loading / unloading operations are used as input 
to the mathematical model. The last solution 
represents the final transportation plan. The 
simulation procedure was designed to generate 
unexpected events for real world applications. 
Compared to the full informational scenario, 
where it is assumed that the failures are known 
in advance, the proposed approach yields very 
good results. In addition, as the authors argue, 
the mathematical model was solved in a few sec-
onds and thus is well suited for real-time use. 
However, it should be noted that the authors do 
not account for various additional factors such 
as production and warehouse capacity.

The authors of [11] proposed using the genetic 
algorithm (GA) to find a set of Pareto opti-
mal solutions for a multipurpose supply chain 
with four echelons, using two different weight-
ing approaches. The authors of [12] developed 
a model for the supply of raw materials using a 
two-tier assembly system under conditions of 
uncertain lead times in order to minimize the 
expected cost of storage of components and 
maximize the level of customer service. They 
used two GA-based multipurpose metaheuris-
tics to solve these problems. In [13], supply 
networks based on GA (in particular, knowl-
edge-based genetic algorithm, KBGA) for opti-
mization are provided. In [14], a multipur-
pose model of mixed integer programming for 
a closed loop network design was formulated. 
In addition to total costs, the model optimizes 
total carbon emissions and network responsive-
ness. An advanced genetic algorithm based on 
the NSGA II structure was designed to obtain 
Pareto optimal solutions.

In addition, in [15], the authors considered 
a two-stage stochastic programming model 
used for the design and management of bio-
diesel supply chains in various types of pro-
duction. The model reflects the impact of 
uncertainty in the supply of biomass and tech-
nology on supply chain decisions. The authors 
solved this problem using algorithms that 
combine Lagrange relaxation and L-shaped 
solution methods.

Based on the review of literature, it can be 
assumed that the topic of the formation of sup-
ply chains for raw materials has been seriously 
studied in the literature and, due to the lack of 
common approaches to solving this problem, 
has a high degree of relevance. In addition, 
there are no works that would consider the pos-
sibility of supplying raw materials from com-
modity exchanges, taking into account various 
production restrictions.

Thus, the purpose of this study is to develop 
a method for the formation of optimal plans 
for the purchase of raw materials from a com-
modity exchange and manufacturing of fin-
ished products. Such a plan should ensure the 
maximum profit of the enterprise before tax at 
a given planning horizon, in order to assess the 
possibilities of cooperation between the enter-
prise and the exchange.

To achieve the goal, the following tasks were 
set:

 to develop a mathematical model that 
maximizes the profit of an enterprise based 
on optimization of procurement planning and 
production volumes using a forecast of the 
structure and volume of proposals on the Rus-
sian Commodity Exchange, as well as demand 
for finished products;

 to test the model in a real enterprise and 
explore the computational aspects of using the 
model;

 to propose an approach to assessing the 
possibilities of cooperation between the enter-
prise and the exchange.
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2. A model for the formation  
of an optimal plan for the procurement  
of raw materials and the manufacturing  

of finished products

A typical timber processing enterprise may be 
able to lease a plot (to win a tender), find plots in 
the nearest district (the legal form of leased for-
est plots) and to purchase raw materials from this 
plot, as well as to consider alternative sources of 
raw materials supply, including external sources 
[16, 17]. Next, we will consider enterprises that 
purchase raw materials from external sources. 
To test the model, one of the enterprises of the 
Primorsky Territory of Russia is considered.

Thus, we consider the problem of forming 
optimal plans for the purchase of raw materials 
and production of products by a manufacturing 
company of the timber processing industry at a 
given planning horizon M, taking into account 
the offers on the market from the timber indus-
try and the demand for finished products. 

At the initial moment of time m = 0, there 
is planning of raw materials procurement 
and production for the entire given horizon  
m  {0, 1, ..., M}. On this horizon, for each m-th 
day, a set of offers on the raw material market (in 
the form of orders on the commodity exchange) 
and the demand for manufactured products on 
the market for the period under consideration 
are given. The market order is set by the region 
of the logging company, the volume and the 
price, including the cost of delivery. The demand 
in the market for finished goods is determined by 
the possible selling price for each type of product.

We will consider the accumulated profit as the 
objective function of the model.

Let’s introduce the following parameters and 
variables:

l – type of raw materials for the production of 
finished products l = 1, ..., L;

k – type of production k = 1, ..., K;

c
ilrm

 – purchase price of the i-th application for 
raw materials of the l-th type in the r-th region 
on the m-th day (rubles), including the cost of 
delivery;

v
ilrm

 – volume of raw materials of type l in 
request i from region r per day m (cubic meters);

u
lm

 – stock of raw materials type l per day m 
(cubic meters);

u 
max – maximum storage capacity (cubic 

meters);

 – volumes of type l raw materials pur-
chased in the previous period, for which it is 
known that they will arrive at the warehouse on 
a day m (cubic meters);

A
lk
 – the volume of resource l spent on the 

production of a unit of goods k (cubic meters);

p
km

 – selling price of product type k in day  
(rubles);

z
k
  – cost of production minus the cost of the 

main raw materials used (timber);

FC – fixed costs per day (rubles);

x
km

 – production volume of goods type k in 
day m (units);

l – the number of orders that were purchased 
by the enterprise in the previous period (until 
the moment m = 0), and for which the dates of 
arrival at the warehouse are known;

R – the number of regions from which orders 
are placed (raw materials are mined and put up 
for auction) on the exchange;

T
r
 – the rate of time spent (in days) for the 

delivery of any volume of raw materials from 
region r by rail;

Q
lnkm

 – demand from consumer  on item n in 
k day m;

M – the planning horizon under considera-
tion (days), called the current period;

 – the number of days from the current 
period for which purchased orders will arrive at 
the warehouse during the next period;

Budget
0
 – the company’s budget allocated for 

the introduction of trading, as of the moment 
the model starts working;

 – hypothetical production volume of 
product type k in day , which can be 
determined as:
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where t – the number of days for which the 
maximum and minimum values are selected  

 in constraints (3) and (4), respectively 
(mathematical notation of constraints is given 
below).

Parameters u
l 0 

and Budget
0
 are determined and 

set and correspond to the last day of the previ-
ous period.

As an objective function, we will consider the 
pre-tax profit of the enterprise on the planning 
horizon M.

As a result, the mathematical formulation of 
the problem is as follows: 

              (1)

      (2)

            (3)

         (4)

         (5)

    (6)

            (7)

    (8)

                   (9)

                    (10)

                  (11)

  (12)

Expression (1) is an objective function 
that reflects the total profit of produc-
tion. Expression (2) reflects the recurrent 
ratio of the stock of each type of raw mate-
rial as of every day, depending on the plan-
ning period. Expressions (3) and (4) guar-
antee the availability of raw materials in the 
warehouse within the range between the 
minimum stock and the maximum storage 
capacity. Expression (5) means that the total 
amount of consumed resource of each type 
will not exceed the stock of the correspond-
ing type of raw material in the warehouse on 
day m. Expression (6) reflects the decision 
made. Expression (7) reflects the minimum 
budget per day m*. Expression (8) limits 
the volume of production by demand in the 
market. Expressions (9) and (10) are input 
data. Expression (11) guarantees the integer 
value of the solution obtained. Note that 
expression (12) does not participate in the 
search for the optimal solution, therefore, 
formula (12) is used after the found optimal 
solution of model (1–11).

The subtracted part in the objective func-
tion (1) deserves special attention. The 
enterprise is unable to purchase part of the 
lot due to the specifics of the commodity 
exchange. Therefore, in the model (1–12), 
in the subtracted part of the objective func-
tion, there is a binary variable y

ilrm
. In other 

MATHEMATICAL METHODS AND ALGORITHMS OF BUSINESS INFORMATICS



BUSINESS INFORMATICS   Vol. 14  No 4 – 2020

25

words, the company either takes the full1 lot 
(and then pays a fixed cost for the full volume of 
raw materials in the application, including the 
delivery cost), or refuses to buy the whole.

The model (1–11) is a linear integer pro-
gramming problem. Let’s note some features 
of this problem. The first is that the number of 
variables grows at a polynomial rate (O (  4)). 
The second is that the number of constraints 
with a high probability imposes serious com-
plexity on the search for the first feasible solu-
tion, since the polyhedral admissible set of 
solutions can sharply decrease [15, 18, 19].

To solve the problem, we will use the branch 
and bound method with preliminary cutting by 
the modified Gomorri method included in the 
system MathWorks2. 

3. Model testing and calibration

For approbation of the model, the company 
“DNS Wood” LLC was chosen. The company 
carries out continuous production of certain 
types of goods. For certain administrative rea-
sons beyond the control of the company, it can-
not lease areas for the extraction of raw mate-
rials. Therefore, the company is considering 
the possibility of purchasing raw materials from 
the regions of the Russian Federation through 
the St. Petersburg International Commodity3 
and Raw Materials Exchange (hereinafter – 
“exchange”). The company uses two main types 
of raw materials: sawlogs (l = 1) and pulpwood 

1	 This lot already includes shipping costs, because the enterprise in question does not have the ability 
to independently deliver the purchased raw materials to its warehouse. It is worth clarifying here 
that if the buyer is able to independently deliver raw materials, then the value of the c

ilrm
 parameter 

can have two meanings: including and not including the cost of delivery. If the company chooses 
between registration of delivery and refusal to receive, then such a decision can be considered as  
a modification of this model.

2	  MathWorks. Documentation. Mixed-Integer Linear Programming Algorithms: https://
it.mathworks.com/help/optim/ug/mixed-integer-linear-programming-algorithms.html 

3	  Official website of the St. Petersburg International Commodity Exchange (JSC “SPIMEX”): 
https://spimex.com/markets/wood/trades/results/

4	  For further research in the field of process modeling in the field of SCM, it is planned to forecast 
the demand for the manufacturer’s products based on the data available to the enterprise.  
However, in this work, already recorded volume of demand for 2019 was used. This data was used 
for the assessment of the possibility of interaction between the enterprise and the exchange

(l = 2). More detailed sub-types of raw materi-
als do not matter due to manufacturing features. 
Data on the results of trading on the exchange 
are posted on the official website, where one can 
see the transactions for any period.

To test the model, data from the “DNS Wood” 
enterprise and the exchange for five months 
(from 01 February 2019 to 31 July 2019) were 
used. During this period, 752 applications were 
submitted for all types of raw materials that 
are of interest to the enterprise. According to 
the exchange data, during this period logging 
enterprises from four regions participated in 
the auctions as sellers of raw materials: Irkutsk 
Region (r = 1), Republic of Udmurtia (r = 2), 
Moscow Region (r = 3) and Perm Territory  
(r = 4). Since the exchange does not disclose 
the real names and locations of the sellers, 
there is no more detailed information about 
them. During the specified period, an array 
of the following data was collected: prices of 
orders offered c

irm
, volumes of orders v

irm
, sales 

prices of final goods p
km

, number of orders for 
each type of raw material. In addition, relying 
on the analysis of the company’s sales statistics, 
we assume that the daily demand for each type 
of product is set on the considered planning 
horizon 4.

We assume that the prices p
km

 at which goods 
are sold on the market are fixed and do not 
change within the planning horizon. We also 
consider three cases of enterprise pricing pol-

MATHEMATICAL METHODS AND ALGORITHMS OF BUSINESS INFORMATICS



BUSINESS INFORMATICS   Vol. 14  No 4 – 2020

26

icy. In the first case, the prices of the settle-
ment period coincide with the prices at which 
the company sold goods during the period from 
January to July 2019. In the second case, the 
prices of the previous period increase by 5%, 
which is approximately the same as the inflation 
rate. In the third option, the company improves 
the quality of its products and believes that it can 
increase prices by an amount exceeding infla-
tion by two times. The daily volume of demand 
of each type will be set as a uniformly distrib-
uted random variable in the interval from 0 to 
15. With an increase in the price for the percent-
age of inflation, we assume that such a trend is 
characteristic of the market as a whole, there-
fore, demand does not change. When price 
dynamics are higher than changes in the market 
as a whole, we assume that the price elasticity of 
demand is approximately equal to one. To con-
sider the change in profit for each pricing pol-
icy, we carry out 50 realizations of determining 
the optimal solutions to the problem and aver-
age the profit indicators.

The main source data characterizing the 
enterprise are presented in tables 1 and 2.

Let’s consider the instrumental part of the 
problem. The calculations were performed on 
a computer with 16 GB RAM and a 12-thread 
Ryzon 2600x processor. We used ‘intlinprog’ 
as a built-in function, which is an integral part 
of the Matlab programming language. We used 
the following data as input arrays for the built-
in function:

 objective function multiplied by –17; 

 integer constraints for all model variables; 

 constraint matrices; 

 vectors of the right sides for constraints, 
such as equalities and inequalities;

 lower and upper bounds of variable values;

 starting point for finding a solution (empty 
vector);

 the maximum number of vertices of the 
polyhedral set of feasible solutions that the 
algorithm can pass (units).

5	 Input data, as of initial moment of the algorithm’s run (m = 0)
6	 Prices of final goods, with numbers. At these prices, the company sold goods on the market for five 

months in a row

7	 Multiplication by (–1) is explained by the specifics of the “intlinprog” built-in function. By default, 
it is aimed at finding the minimum value of the objective function. More detailed information about 
this function is available at: https://www.mathworks.com/help/optim/ug/intlinprog.html

Table 1. 
The main input parameters of the “DNS-Wood” enterprise

Parameter, units measurements Parameter value

u max, cubic meters 7500

u min, cubic meters 100

u
l 0

5, cubic meters (1550; 1550)

 
, , , ‘000 rubles (22.1; 32.8; 40.8; 43.7; 45.5; 48.5; 57.5; 60.5; 66.9)6

T
r 
, days (3; 5; 6; 5)

Budget
0 
, rubles 10,000,000

FC
 
, rubles 1,000,000

Source: “DNS Wood” LLC (http://dns-les.ru/)
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Since the problem has a large dimension, we 
cannot guarantee that the optimal solution will 
be found in suitable time, so it was decided to 
restrict the number of traversed vertices of the 
set of feasible solutions to 107 units. If a solu-
tion has been found, but the algorithm has left 
the loop due to the above constraint, then we 
assumed that the solution is not optimal, but 
“conditionally effective.”

4. Discussion

During testing, an optimal solution was 
obtained. The algorithm running time was 
124.32 seconds; 87,562 vertices were passed. Let 
us consider in more detail the results of solving 
the problem of supplying raw materials to the 
company’s warehouse.

Figures 1 and 2 8 show the visualization of 
the volumes of stock u

lm
 of raw materials l 

for each day m. The darker color reflects the 
stock of raw materials in the warehouse, the 
lighter color – its receipt v

lm
. It can be seen 

that the stock did not fall below the value  
u min = 100 cubic meters and did not exceed  
u max = 7500 cubic meters. In addition, it 
should be noted that the warehousing time 
of the resource l = 2, on average, exceeds the 
same time for l = 1. This is due to the rate of 
consumption of raw materials A

lk
 per unit of 

goods. The main arrival of raw materials l = 1  

falls on March, April and May. The main 
arrivals of raw materials l = 2 falls on Febru-
ary and March. The intensity of the supply of 
raw materials l = 1 is higher than that of l = 2, 
which is related with the rates of production 
costs A

lk
 . Additionally, we note that the stock 

of raw materials in the warehouse changes sig-
nificantly, which indicates the complexity of 
planning the procurement of raw materials.

Figure 3 shows the total stock of raw mate-
rials in the warehouse. It can be seen that all 
five cases, when the stock of raw materials in 
the warehouse was at its maximum, occurred 
in February and March. This is due to the fact 
that stock of raw materials of the second type 
were at their maximum during these months. 
Figure 3 shows that the threshold value of the 
minimum volume of raw materials in the ware-
house was reached only once – at the end of 
the planning period. Except for this moment, 
the minimum recorded volume of raw materi-
als in the warehouse did not fall (second half 
of April, 84 day of planning) below 990 cubic 
meters. Figure 3 also shows that the planning 
of raw material supply chains is an extremely 
difficult task, since the fluctuations in the vol-
ume of raw materials in the warehouse are very 
large. Therefore, it makes sense for an enter-
prise to consider the possibility of expanding 
the storage capacity. 

Table 2. 
Raw materials costs for production of a unit of each of goods

Recourse type ( ) / item number ( ) 1 2 3 4 5 6 7 8 9

1 2 5 6 6 6 5 8 8 12 58

2 3 4 5 6 8 10 9 10 7 62

Source: “DNS Wood” LLC (http://dns-les.ru/)

8	 All figures, except for 4a and 4b, refer to the case when prices are set without inflation 
adjustments
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Fig. 1. Visualization of receipt and the current state of stocks of raw materials  
in the warehouse at a time interval , recourse type  = 1

Fig. 2. Visualization of receipt and the current state of stocks of raw materials  
in the warehouse at a time interval , recourse type  = 2
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Figures 4a and 4b show the visualization of 
the average values of the company’s accumu-
lated and daily profit, respectively. The lines in 

the figures indicate profit without taking into 
account price increases during the planning 
horizon, in the case of five percent price increase  
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(p
km

 = 1.05 p
km

) 9, and in the case of a ten per-
cent increase in prices (p

km
 = 1.01 p

km
). It can 

be seen that the total value of profit stabilizes10 
after April. This is due to demand, which is 
weakening by the summer, that is to say, there 
is a seasonality factor.

Let’s consider Figures 5 and 6 in details. The 
figures show the volumes of purchased raw 
materials l = 1 and l = 2 from each region by 
month. The lower bar indicates the volume of 
raw materials purchased in the region. The sum 
of the higher (superstructure) and the lower bars 
indicates the volume of raw materials put up 
for auction by the region in the corresponding 
month. It follows from the figures that most of 
the raw materials came from the Irkutsk Region. 
This phenomenon is explained by the fact that 
the maximum volume of raw materials (relative 
to all participants in the exchange) is put up for 
auction in this region. You should also take into 
account that the delivery time from the Irkutsk 

Region is minimal. However, in April it was 
recorded (Figure 5) that the volume of raw mate-
rials received from the Perm Territory is approxi-
mately the same as the volume received from the 
Irkutsk Region. In addition, in February (Fig-
ure 6), it was recorded that the volumes of raw 
materials received from the Perm Territory were 
not lower than the volumes of raw materials pur-
chased in the Irkutsk Region, despite the fact 
that every month the volume of raw materials 
in the Irkutsk Region is traded in large volumes. 
This is due to raw material prices. Prices for raw 
materials in the Irkutsk Region are higher than 
in any other region, which is explained by the 
proximity of this region to China. In particu-
lar, there is a direct railway line to the PRC, 
where entrepreneurs buy raw materials at high 
prices. In the Perm Territory, prices are much 
lower, and it is geographically more remote from 
China. Hence, we can conclude that in practice 
the enterprise should monitor the raw materials 

m

Stock of raw materials, cubic meters

Fig. 3. Visualization of the current state of the total stock of all types  
of raw materials in the warehouse  every day
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9	 In this paragraph the “–” sign means the operation of re-assignment 
10	According to the data from “DNS Wood” company
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Fig. 4b. Visualization of the average daily profit of the enterprise

Fig. 4а. Visualization of the average accumulated profit of the enterprise
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market in the Perm Territory. If a raw material is 
put up for auction in this region, then it should 
be closely viewed as a potential purchase.

In addition, we note that in terms of the vol-
ume of raw materials produced, the Perm Ter-
ritory ranks second out of the four considered 
regions. The volume of export of raw materi-
als from the remaining regions is of no inter-
est, since in aggregate, it does not exceed 30% 
of the total volume received from the Irkutsk 
Region and the Perm Territory.

It also follows from Figures 5 and 6 that the 
volume of extracted raw materials of any type 
decreases as the spring and summer approaches. 
This is due to transportation problems related 
with the extraction of raw materials. As a rule, 
production units are carried out with a trick, 
which, if opened by the supervisory authorities, 
entails administrative and criminal liability, as 

well as the revocation of the lease of the site for 
the extraction of raw materials. The fact is that 
the Ministry of Natural Resources and Ecology 
of the Russian Federation approves the norms 
for deforestation every year by quarters. How-
ever, since it is more difficult to extract raw mate-
rials during the period of off-season thaw and 
high summer temperatures, entrepreneurs cut 
down more in winter than should be in a quar-
ter. Then in the annual reporting they distribute 
the extracted volume according to the instruc-
tions of the Ministry (which undoubtedly leads to 
improper exploitation of forest resources). This 
trend can be seen in Figures 5 and 6 11.

The pairs of Figures (1, 5) and (2, 6) should be 
considered separately. It can be seen from them 
that the volume of purchased products is also 
decreasing, which affects the stabilization of the 
value of accumulated profit (Figure 4).
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11	Note that these exchanges only show the volume of transactions, but the same conclusions 
can be drawn from them
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Fig. 5. Visualization of the extracted volumes of raw materials  in each region by months
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Let’s consider Figure 7, which shows a vis-
ualization of the production volumes of each 
product of the enterprise by month. This fig-
ure reflects the consequences of a decrease in 
market demand in the market by summer and, 
accordingly, the stabilization of the growth of 
accumulated profit (Figure 4a).

It can be noted that the volumes of production 
of goods of types 1 and 8 by summer increase 
(in comparison with May), despite the fact that 
the statistics of purchases of these types of goods 
shows a decline in production. 

It can also be argued that the volume of pro-
duction of goods of type 2 should decrease as 
summer approaches.

Let’s consider the behavior of the production 
volumes of goods 3, 4, 5 and 9. The volume of 
products sold by March reaches its peak (3, 4, 
9), while after this month the volume of prod-
ucts of these types is constantly falling. The 
exception is the product of type 5: for it, rise and 
fall of production are monotonous (the maxi-

mum production volume was reached in April, 
but after that there was a decline).

The exception to the general rule on reduc-
ing the volume of sales of each type of prod-
uct was product 6. It shows a steady growth in 
comparison with winter and early spring. Thus, 
the production should pay attention to its fur-
ther release in the summer. 

Note that the production volume of type 7 is 
somewhat more complex than the others. Here 
you can clearly see the “jumping” trend of pro-
duction. However, we can definitely say that this 
type of product has always been included in the 
production plan to a large extent and, accord-
ingly, it makes sense to include it in the summer 
production plan.

It should be noted that when delivering raw 
materials to a consumer in the timber industry, 
there is a peculiarity: enterprises often refuse to 
accept raw materials if they are on the way for a 
long time (longer than it is indicated in the sales 
contract). This is due to the loss of the quality of 

Fig. 6. Visualization of the extracted volumes of raw materials  in each region by months
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raw materials required for production in accord-
ance with the technology. To take this feature 
into account, a modification of the model is 
required, which can be obtained by introduc-
ing a probability distribution characterizing the 
daily distance traveled by railway, taking into 
account the season. As we know, the closer to 
winter, the lower the railway throughput is.

In addition, mention should be made regard-
ing changes in production processes, as a 
result of which production costs are reduced: 

, where  – volume 
consumption of recourse l to manufacture item 
type k in day m;  – random non-negative 
value. Taking into account the likelihood of a 
change in production technology there is a sig-
nificant modification of the model. In a com-
petitive environment, when modeling produc-
tion processes and raw material supply chains, 
this becomes one of the key factors. 

This article considers an enterprise that does 
not have its own plots. However, it should be 
borne in mind that in the future the enterprise 
may receive its own plots, which will also have 
a qualitative impact on its pricing and resource 
policies.

In addition, it is necessary to test the solu-
tion obtained on the basis of the constructed 
model. Such a solution can be unstable if prices 
and volume of demand change dynamically. To 
do this, it is necessary to enter stochastic values ​​
(calculate different price vectors for each type 
of goods on every day) and resume calculations 
many times (most likely in parallel12). This will 
undoubtedly significantly increase the load on 
the processor and RAM. Also, the question of 
a method for solving such problems remains 
open, since nonlinear and/or stochastic prob-
lems do not have a unified approach to their 
solution [1, 4, 16].

Fig. 7. Visualization of production volumes of each product of the enterprise by month
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Conclusion

This paper proposes a model for the formation 
of sustainable supply chains of raw materials for 
a timber processing enterprise. The model allows 
us to maximize the value of pre-tax profits and is 
a mathematical programming problem, charac-
terized by the ability simultaneously to take into 
account, on the one hand, production rates of 
consumption of raw materials for the produc-
tion of final products, and on the other hand, the 
formation of a vector for purchasing raw mate-
rials on a commodity exchange. The solution 
to the model is the structure of production, the 
sequence of purchasing raw materials by produc-
tion on the commodity exchange and the value 
of profit on each individual day of the enterprise. 
The process of finding an optimal solution to a 
problem is complicated by its large dimension, 
integer constraints, and a rapidly growing load on 
RAM. To solve such problems, it is worth using 
combined algorithms. The work implements 
the two-stage Gomorri method. From a practi-
cal point of view, the model is a tool that allows 
you to form an optimal production plan based on 
production factors and the volume of raw mate-
rials supply on the commodity exchange within 
the entire planning horizon. In the absence of the 
possibility of attracting capital from the outside, 
the model allows you to find the optimal solution 
that enables the enterprise to avoid a cash gap.

The model was tested on the example of a tim-
ber processing complex from Primorsky Terri-
tory. On the basis of the calculations performed 
and the obtained solution, recommendations 

were formulated for the management of the 
company on cooperation with the commodity 
exchange. Analysis of the decision showed that, 
despite the territorial proximity of the Irkutsk 
Region to the Primorsky Territory, it makes sense 
to pay attention to the purchase of raw materi-
als from the Perm Territory, where there is suffi-
cient raw material potential and a more accept-
able pricing policy is observed. Analysis has 
shown that the production of most types of goods 
should be reduced as summer approaches, due 
to the seasonality of demand and production of 
raw materials. In general, the above calculations 
allow us to draw conclusions about the possibility 
of rational procurement of raw materials on the 
commodity exchange.

To analyze qualitatively more complex business 
processes of an enterprise, it makes sense to mod-
ify the model by introducing probabilistic eco-
nomic and production factors. However, in this 
case, the question of a method for solving a com-
plicated problem remains open.
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Abstract

This article describes the analysis of the quality of microservice architectures, which are one of the 
main approaches to the creation and maintenance of modern information systems capable of quickly 
respond to changes in business demands. The implementation of continuous delivery of software 
components for dynamic business processes of information systems can be carried out by various sets 
of microservices, the optimal choice of which is a complex multi-alternative task. The paper presents 
a review of existing approaches to solving the problem, which showed that the development of models 
for assessing the quality of microservices of information systems requires further elaboration in terms 
of accounting for uncertainty in the initial data and modes of operation. The authors have proposed 
an approach to solving the problem of analyzing the quality of a microservice architecture which is 
implemented on the basis of a fuzzy production network model. The model allows for comprehensive 
accounting of various parameters (qualitative and quantitative). The article shows the implementation 
process of the fuzzy production network that was developed to analyze the functional quality of the 
microservice architecture for processing customer orders using fuzzy modeling software. The results of 
the analysis will allow managers and system architects to make an informed choice of the microservice 
architecture of the information system, as well as use it in their reports when arguing the need for 
scaling the system and increasing the availability of microservices.
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Introduction

Microservice architecture is an evo-
lution of the service-oriented 
architecture (SOA) of informa-

tion systems (IS). Microservice architecture 
assumes weak cohesion and strong cohesion of 
software components, as well as the possibility 
of their implementation on various technologi-
cal platforms [1]. At the same time, the issues 
of choosing a microservice architecture have 
common principles with the choice of web ser-
vices for a service-oriented architecture. That 
demonstrates the similarity of methodological 
approaches to the procedures for selecting SOA 
and microservice architectures of information 
systems.

The technology platforms for implementing 
microservices can be different, and different 
vendors can supply microservices. That deter-
mines the importance of the problem of qual-
ity assessment of a set of microservices for IS 
developers to implement the information sys-
tem’s business tasks more effectively. A business 
task is an ordered set of activities that, follow-
ing some rules, transform resources to achieve 
the planned result [2]. As an example, we can 
mention such business tasks of the information 
system as interaction with customers, order 
processing, order execution.

API Gateway and Message Bus approaches 
are used in microservice architecture devel-
opment in order to organize the interaction of 
microservices. 

The API Gateway sits between clients and 
microservices (Figure 1). The API Gateway 
is a single point of interaction with microser-

Key words: microservice architecture; service-oriented architecture; quality of service; business process;  
information system; fuzzy model.
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vices for clients, ensuring that client requests 
are redirected to a specific service – a business 
task. API Gateway can also act as a load bal-
ancer.

Microservices subscribe to specific events 
that trigger the execution of a given business 
task when the Message Bus is used (Figure 2).

Within the microservices architecture, 
microservices do not exchange messages, i.e., 
they do not interact directly. That eliminates 
the impact of the service quality of one micros-
ervice on another. It should be noted that even 

Fig. 2. Microservices architecture with Message Bus

Fig. 1. Microservices architecture with API Gateway
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if one or more microservices may fail, the other 
microservices will continue to function. That 
is guaranteed through the weak cohesion of 
microservices in the microservice architecture. 
At the same time, the operation quality of the 
IS may decrease, but the failure of the entire 
system does not occur. 

The choice of the optimal set of microser-
vices that implements the business tasks of the 
information system with a given level of ser-
vice quality is an important task for increasing 
the efficiency of IS [3]. Decision-making pro-
cesses during the execution of this task pro-
ceed under conditions of significant uncer-
tainty, which arises due to a lack of data, the 
complexity of building functional dependen-
cies that determine the quality of the imple-
mentation of business functions, as well as 
sets of microservices implemented on vari-
ous technological platforms. In addition, 
the quality of performance of business func-
tions by microservices depends on functional 
(qualitative) and non-functional (quantita-
tive) parameters, which increases the com-
plexity of decision making.

1. Review  
of the literature

Further, we consider the existing approaches 
to solving the problem of selecting the optimal 
set of microservices and building a model of 
the microservices architecture of the informa-
tion system.

In paper [4], the author analyzes the process 
of modeling microservices in the corporate IS, 
types of micro-service architectures, ways of 
interaction between microservices, as well as 
ways to ensure high application performance. 
The proposed methodology allows you to cre-
ate scalable and fault-tolerant applications. 
However, it does not consider the quality of 
implementation of business functions with 
microservices, and that reduces the value of 
the proposed approach. 

The work in [5] considers the problem of 
selecting IT services for implementation in 
the organization. The author notes that deci-
sion-making when choosing an enterprise’s IT 
services is carried out in conditions of uncer-
tainty and ambiguity. The proposed structural 
synthesis model is used to develop a service-
oriented enterprise architecture. The model 
uses an oriented hypergraph that takes into 
account the constraints of alternative design 
solutions. The choice of the best option for a 
set of information services is made according 
to the specified additive criteria. In general, 
the proposed approach to solving the prob-
lem of selecting IT services for an enterprise 
can be used in the design of microservices and 
service-oriented architectures of corporate 
IS. However, the structural synthesis model 
does not take into account the uncertainty in 
the initial data, the quality of IT services that 
implement business processes, as well as the 
risks of using microservices on various tech-
nological platforms within the information 
systems. 

In [6], the authors proposed using the SOA 
concept in the Enterprise Architecture frame-
work. They presented an axiomatic method for 
domain modeling. Domain knowledge is rep-
resented as a set of structural elements. The 
modes match the set of business functions to a 
set of information services with some restric-
tions (standards and standardized decisions). 
Formalization of the rules for construct-
ing the utility function of the IT services ele-
ments and decision rules can be used for the 
integral assessment of design decisions. The 
authors describe conditions for the formation 
of a knowledge base based on the structural, 
mathematical and conceptual foundations of 
decision-making systems for a given domain 
when choosing competitive service-oriented 
architectures of the organization. At the same 
time, the authors do not analyze the risks of 
implementing web services, in particular, 
cloud services, as well as limitations associ-
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ated with uncertainty in assessing the quality 
of implementation of some business processes 
of an organization by web services.

The work in [7] considers the problem of 
assessing the technological level of IT ser-
vices. The author notes that the task belongs 
to the class of semi-structured problems. She 
proposes to use fuzzy sets to assess the techno-
logical level of the formed variant of the stra-
tegic IT profile – a set of IT services. When 
forming linguistic variables for unified indica-
tors, the trapezoidal type membership func-
tions on the segment [0,1] are used. The value 
of aggregated unified indicators is obtained 
with the double convolution method, and the 
indicators are ranked based on the Fishburne 
rule. To assess the parameters of the techno-
logical level of the design solution formed in 
this way, the author proposes to use the ratio 
of the ranked indicators of the dynamic and 
static parts of the formed variant of the stra-
tegic IT profile. Analysis of the approach 
proposed in [8] shows that the author has 
attempted to take into account the uncer-
tainty in setting unified indicators of the qual-
ity of IT services in the model for assessing the 
technological level of IT services. However, 
the correctness of the fuzzy model is not dis-
cussed in the work. Besides, when preparing 
the initial data for a fuzzy model, it is quite 
difficult for experts to determine the estimates 
to form the trapezoidal membership function 
parameters. The above doubts about the legal-
ity of using the fuzzy model can be eliminated 
by adjusting the parameters of the member-
ship functions of a fuzzy model, but the paper 
does not address these issues [8].

In [9], the issue of choosing the correct cri-
terion for comparing web services for systems 
in service-oriented architecture is considered. 
The author considers the sensitivity of perfor-
mance to be such a criterion when the load on 
the web service changes. At the same time, the 
use of reliability and performance of web ser-
vices limits the application of this approach to 

solving the problem of choosing a set of cor-
porate IS web services.

In [10], the use of fuzzy models when choos-
ing a corporate service-oriented architecture 
is discussed. The model uses functional and 
non-functional criteria. Non-functional cri-
teria take into account one-time, recurring 
and indirect costs. Functional requirements 
are determined by expert judgment. The eco-
nomic aspect of the web services selection 
problem predominates in the model and does 
not consider other significant issues of the 
problem solving.

The work [11] considers the problem of syn-
thesizing a configuration option for a service-
oriented IS architecture. Structural models 
were proposed for the synthesis of the infor-
mation system architecture. The author gives 
a conceptual scheme for synthesizing a vari-
ant of a service-oriented architecture config-
uration, although it is difficult to understand 
the mathematical model for solving the prob-
lem.

The tasks of choosing web service, as well as 
the formation of effective criteria and selec-
tion methods, are considered in [12]. A typ-
ical procedure for selecting appropriate web 
services from a set of alternatives for subse-
quent integration into an information sys-
tem is based on requirements that describe 
the quality of service [13]. When modeling 
IS with a service-oriented architecture, the 
selection of appropriate web services from a 
set of available services with a given quality of 
service for non-functional requirements, such 
as performance, reliability, security, response 
time, etc., is performed [14–16].

Many of the non-functional properties of 
web services, such as response time, are sto-
chastic in nature. A dynamic service deploy-
ment environment, due to different network 
conditions, delays, and server overload, can 
lead to deviations in the values of non-func-
tional indicators of service quality [17]. Some 
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web services in a particular set for an informa-
tion system may require significantly longer 
execution times, which in turn will increase the 
total cost of ownership.

Several methods have been developed based 
on the quality of service characteristics to select 
appropriate web services from a set of candidates 
with similar functions. Most of these methods 
focus on analyzing the non-functional char-
acteristics of web services as the main factors 
influencing their choice. In [18], the authors 
proposed a systematic approach to assessing 
the quality of composite services with complex 
structures, taking into account the probabilities 
and conditions of each execution. In [19], evo-
lutionary algorithms for solving the problem of 
web services selection were discussed.

The above review of literature shows that the 
existing approaches to solving the problem of 
choosing the optimal set of microservices for 
IS do not fully take into account the factors 
that determine such a choice, which leads to 
decreased efficiency of information systems in 
operation. Thus, the issues of developing mod-
els for assessing the quality of IS microser-
vices require further development in terms of 
accounting for uncertainty in the initial data 
and modes of operation.

2. Fuzzy methods  
and models

The model for analyzing the quality of the 
microservices architecture should take into 
account the qualitative and quantitative param-
eters of the information system performance, as 
well as uncertainty in the evaluation of the ini-
tial data. These requirements can be successfully 
implemented with fuzzy models, which make it 
possible to perform an integrated assessment of 
various parameters (qualitative and quantita-
tive). In addition, the use of fuzzy models makes 
it possible to build models of subject areas char-
acterized by significant uncertainty, which is rel-
evant to solving the problem.

When constructing a model for analyzing the 
operational quality of a microservice architec-
ture, it is proposed to use fuzzy production net-
works [15]. A fuzzy production model is based 
on fuzzy production:

IF x is A, THEN y is B,

where x – an input variable, x  Х; 

 – the domain of definition of the anteced-
ent of the fuzzy rule; 

А – a fuzzy set defined on X; 

 – the membership function of a 
fuzzy set А; 

y – an output variable, y  Y; 

Y – the domain of definition of the conse-
quent of the fuzzy rule; 

В – a fuzzy set defined on Y; 

 – the membership function of a 
fuzzy set B.

Let us assume that the membership func-
tion of a fuzzy set А –  is known, and the 
fuzzy binary relation R  X  Y, which reflects 
the implication А  В, has a membership func-
tion . Then, for a fuzzy set , the mem-
bership function is determined by the compo-
sition rule:

where sup – the operation of determining the 
upper bound of the set of elements; 

T – the T-norm operation.

In a fuzzy production model (FPM), input 
variables are fuzzified to obtain the values ​​of 
linguistic variables. At the output, we will have a 
linguistic variable that characterizes the quality 
of service of a business task by a microservice. 
We define input and output linguistic variables 
on the following term sets: Tin/out = {“low” 
(L), “middle” (M), “high” (H)}. The L term 
corresponds to a input low level or low qual-
ity of service of the microservice business func-
tion, the M term corresponds to the medium 
level, and the H term – to the high level.
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Input linguistic variables are converted to 
outputs using a set of production rules.

3. Method implementation

Let us consider the problem of analyzing the 
quality of service of the IS microservice archi-
tecture for processing customer orders of the 
company as an example of the implementation 
of the proposed approach. The information 
system includes the following business tasks: 
interaction with customers, order processing, 
and order fulfillment. These functions can be 
realized by microservices implemented on var-
ious platforms. When designing a microser-
vice architecture, it is necessary to analyze the 
quality of microservices performing business 
tasks and obtain a generalized, integral indica-
tor of the IS service quality.

The developed structure of the fuzzy produc-
tion network for analyzing the quality of the IS 
microservice architecture for processing cus-
tomer orders is shown in Figure 3.

The input parameters for microservices are 
the intensity of service requests  Xn1  (n  is the 
number of the business task/microservice) and 
the amount of data Xn2 requested/transmitted 
by the microservice. The input data must be 

pre-normalized and reduced to the interval 
[0, 10]. The normalized input data is fed to 
fuzzification blocks, which form the values 
of the linguistic variables  Lnm  (m  = 1, 2)  
defined on the term sets  Tin/out. Linguistic 
variables enter the input of the correspond-
ing rule base (BRn), which, based on the gen-
erated fuzzy products, determines the out-
put linguistic variables Yk (k = 1, 2, 3), which 
characterize the quality of microservice while 
performing the business task. The linguistic 
variables Yk are the input to the BR4 rule base, 
which evaluates the quality of the information 
system microservice architecture. The output 
linguistic variable  Y  characterizes the quality 
of the IS microservice architecture as a whole. 
Experts set the parameters of fuzzy term sets 
and the rule base.

The data were obtained by summarizing the 
opinions of experts with the Delphi method, 
the essence of which is collective expert search 
forecasting. This method assumes the anon-
ymous survey of experts by several rounds to 
identify an agreed assessment of a group of 
experts. According to the approach in [20], 
the results of the previous round should be 
announced for additional adjustment of the 
expert’s assessment in the next round.

Fig. 3. The structure of a fuzzy production network
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When forming the rule base for the fuzzy 
inference system for analyzing the quality of 
the IS microservices architecture, a situation 
may arise in which a group of experts forms 
incompatible rules. Some mathematical meth-
ods have been used to form rule bases in con-
ditions of the inconsistency of expert opinion 
[21, 22] to eliminate this problem. The essence 
of the methods is to add incompatible rules to 
the rule base based on the confidence level of 
the experts. The confidence level value for the 
rule is calculated based on the skill level and 
the number of experts and is determined by the 
formula [21]:

where  – the average value of the confidence 
level;

y
i
 – the estimate provided by the i-th expert; 

n – the total number of experts in the group;

k
i
 – the coefficient of competence of the i-th 

expert.

The difference between the method used 
and similar methods used in the formation of 
rule bases in the presence of conflicting expert 

assessments consists in taking into account 
each expert opinion to form a balanced deci-
sion, which eliminates the loss of information 
about the research object. The algorithm of the 
method and the results of the numerical exper-
iment are presented in [22].

An example of a BR1 rule base for assessing 
the quality of microservice 1 for a business task 
of interacting with customers is presented in 
table 1.

The output linguistic variable Y enters the 
defuzzification block D, which forms a single 
crisp value of the quality indicator of the IS 
microservices architecture.

The implementation of the production model 
was done using a fuzzy modeling software tool 
(ST) ModelingFuzzySet [23]. It is necessary 
to carry out some actions that are described in 
detail in [24] to perform the process of fuzzy 
modeling. 

At the first step, it is necessary to create a 
multilevel fuzzy production model using the 
model designer following Figure 3. The sec-
ond step involves the creation of a membership 
function for term sets of input and output lin-
guistic variables. Figure 4 shows the member-
ship functions for the term sets of the input lin-

Table 1.
Fuzzy production rules

Rule  
designation Antecedent Consequen Confidence 

level

Rule Base 1 (BR1)

R1.1
(X11 = L  X12 = L)  (X11 = L  X12 = M)  (X11 = M  X12 = L)   
(X11 = M  X12 = M) 

Y1 = H 1

R1.2
(X11 = M  X12 = H)  (X11 = H  X12 = M)  (X11 = L  X12 = H)  
(X11 = H  X12 = L)

Y1 = M 0.9

R1.3 X11 = H  X12 = H Y1 = L 1

BUSINESS PROCESSES MODELING AND ANALYSIS



BUSINESS INFORMATICS   Vol. 14  No 4 – 2020

43

Fig. 4. Terms of the linguistic variable “The intensity of the customer’s requests”

Fig. 5. The terms of the linguistic variable “Quality of microservice 1”

guistic variable (LV) X11 “The intensity of the 

customer’s requests”.

When the third step “Setting fuzzy rules” was 

completed, fuzzy modeling was performed to 

evaluate the quality of microservice 1 with nor-

malized input variables: the low intensity of 
client requests (“low” (L)), (X11 = 1.5) and 
the average amount of transmitted data (“mid-
dle” (M)), (X12 = 5.5). As a result, the quality 
of microservice 1 performing the business task 
“Interaction with customers” is assessed with 
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the model as high (“high” (H)) with a confi-
dence of 79% (Figure 5).

When modeling IS microservices architec-
ture with a high service quality by microservice 
1 and microservice 2 (X14 = 8.2, X24 = 9.5) 
and an average service quality by microservice 
3 (X34 = 7.5), the integral assessment of the 
information system service quality is high with 
a degree of confidence 70% (Figure 6). 

Conclusion

Thus, the article proposes a fuzzy produc-

tion model for analyzing the quality of the 

microservice architecture of an information 
system. The results of the analysis can be used 
when choosing microservices from different 
vendors, justifying the need to scale the sys-
tem, and also to increase the availability of 
microservices. The example shows the possi-
bilities of developing a microservice architec-
ture of an IS using a fuzzy model to analyze 
the quality of its performance.

In further research in this area, the authors 
plan to carry out a deep comparative analysis 
of the results of applying the proposed method 
and similar approaches. 

Fig. 6. The results of modeling of the information system  
microservices architecture quality
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Abstract

Scientific research of any socio-economic and managerial process can be represented as a chain 
of reflections on the causes and consequences of this or that phenomenon’s occurrence. At the same 
time, the authors can try not only to answer the question “why?” but also to study and understand the 
nature of cause-and-effect relationships, to find out the mechanisms of their occurrence, and also to 
get the answer to the question posed as accurately and reasonably as possible. Each author, using the 
accumulated experience, offers both qualitative and quantitative methods that allow him to obtain one 
or another assessment of causality. However, there are not enough articles devoted to a comprehensive 
review of the methods and technologies of cause-and-effect relationships in socio-economic processes. 
This article discusses three well-known conceptual approaches to the assessment of causation in socio-
economic sciences: successionist causation, configurational causation and generative causation. The 
author gives his own interpretation of these approaches, builds graphic interpretations, and also offers 
such concepts as a linear sequence of factors, the causal field, and the causal space of factors in socio-
economic processes. Within the framework of these approaches, a classification of mathematical and 
instrumental models for assessing the causality of relationships in socio-economic processes is given, 
and trends in the development of these and new models are formulated, taking into account the global 
transition to a digital format. All of these trends are based on the use of digital technologies in different 
formats and include descriptions of such formats. The article contains specific author’s examples of 
causality model implementation in scientific research related to economics and management.
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Introduction

The issues of assessing the causality of 
relationships in socio-economic pro-
cesses are discussed in many scien-

tific works. At the same time, it is quite obvi-
ous that the mechanisms of the occurrence 
of cause-and-effect relationships are univer-
sal about the subject and object of research. 
Therefore, the study of cause-and-effect rela-
tionships (“causality”) is given great attention 
in many sciences: philosophy, psychology, 
economics, management, physics, chemistry, 
etc. In socio-economic sciences, the issues of 
“causality” are identified with the new term 
“causality,” which is gaining popularity. Cau-
sality (lat. causalis) – causal interdependence 
of events in time [1]. The variety of applica-
tion spheres of the causality concept deter-
mines the diversity of approaches to its study 
[2–17].

Experimental and quasi-experimental 
methods have become the basis of research 
practice in the search for the causality of rela-
tionships in socio-economic processes, which 
have made it possible to make a real “revolu-
tion of reliability” [2] in the field of empirical 
socio-economic research. New methods and 
approaches which have gone far beyond the 
scope of econometric and correlation-regres-
sion analysis have made it possible to ensure 
high quality of the quantitative estimates 
obtained and to reliably identify the presence 
of causality, and not just correlations. This 
made it possible to measure accurately the 
strength of the impact of some observed vari-
ables on others in the framework of the socio-
economic processes under consideration.

The general meaning of the experimen-
tal approach, within which new methods of 
studying the causality of socio-economic pro-
cesses were born, is quite simple. It consists 
of choosing the object of analysis, determin-
ing and formalizing the essence of the impact 
(influence), building a research hypothesis, as 

well as a comparative analysis of the impact’s 
assessment of the selected impact (or lack 
of it) on groups. The most important char-
acteristic of dividing objects into two groups 
(experimental and control) is the randomiza-
tion of objects falling into these groups, which 
helps to effectively solve the problem of endo-
geneity. Assessment of the difference (dissim-
ilarity) of such impacts on randomly selected 
groups allows us to obtain an unambiguous 
answer to the question of whether the selected 
impact is the cause of changes in the char-
acteristics of objects. Thus, a properly con-
structed experimental research design is the 
key to a successful study of causality in socio-
economic processes.

The effectiveness of the causality study in 
socio-economic processes based on a well-
built design is confirmed by Christopher Sims 
and Thomas Sargent – laureates of the Nobel 
Prize in Economics for 2011, awarded “for 
empirical research of causal relationships 
in macroeconomics” [13, 14]. These schol-
ars have developed methods to answer ques-
tions about the causal relationship between 
economic policy and various macroeconomic 
variables such as GDP, inflation, unemploy-
ment and investment.

When assessing causality in socio-economic 
processes, there are three main approaches to 
the study of cause-and-effect relationships in 
modern science.

The successionist causation approach 
explores and identifies vital elements of cau-
sality, such as variables or methods that 
describe socio-economic processes. At the 
same time, research is aimed at observing 
the relationship between such variables using 
survey methods, tests, and experiments. The 
explanation of causality is based on the differ-
ences in associative links (real or false, direct 
or indirect), as well as on the assessment of 
the strength and significance of these links [2, 
3, 5, 12–14, 18, 19]. 
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The configurational causation approach 
implies the study of the socio-economic process 
based on comparison or “comparative” analysis 
of data. This means that research begins with the 
study of some cases of a certain set of socio-eco-
nomic processes or phenomena that have simi-
larities and differences. The purpose of such stud-
ies is to find causality based on the selection of 
two sets of factors or parameters, some of which 
lead to similarity and others to difference. Thus, 
causality in this sense is the basis for dividing the 
studied set of socio-economic processes into two 
clusters. As a result of the research, the key con-
figurations of attributes are revealed which make 
it possible to explain the differences in the results 
for the entire set of socio-economic processes 
being considered [18–23].

The generative causation approach also 
begins by looking at measurable patterns that 
describe socio-economic processes. How-
ever, it is assumed that they are caused by the 
action of some deep mechanism that describes 
human actions, and, in the general case, is not 
formalized in the form of a set of variables or 
attributes. Causality, in this case, is reduced to 
the creation of theories of such mechanisms 
explaining the emergence or lack of uniformity 
(behavior patterns) [23–28].

The three scientific approaches presented are 
the basis of most scientific research aimed at 
elucidating causal relationships in socio-eco-
nomic processes.

We should emphasize that the focus of the 
approaches just described is an imperative 
thing – “logic in use,” the reason why this or 
that approach is applied in the first place. Each 
of the three approaches is based on some of the 
key organizational research principles that give 
rise to the corresponding scientific methodol-
ogy. This methodology is universal and can be 
applied in various fields of knowledge, includ-
ing social and historical sciences, pure sci-
ences, as well as applied sciences on a macro-
and micro-scale.

Using the approaches discussed above, 
researchers of socio-economic processes are 
trying to solve some problems in assessing 
the causality of relationships between fac-
tors: the problem of the direct influence of 
“X” on “Y,” the problem of delayed or retro-
spective causality, the problem of functional-
ity (deterministic or probabilistic), the prob-
lem of causality of relationships and many 
others [2–17].

The purpose of this article is to consider the 
classification of causality models within the 
framework of the three approaches discussed 
above and to formulate trends in the develop-
ment of causality theories concerning socio-
economic processes and phenomena, taking 
into account the development of tools and the 
transition of a society to a digital development 
format.

1. Analysis of approaches  
to identifying causality  

in socio-economic processes

In a broad sense, causality theory answers 
the question related to determining the truth 
of the statement “X begets Y”. In this case, 
“X” is called a cause or a causal factor (or a set 
of factors), and “Y” is called a consequence, 
response, or an effective factor (or a set of fac-
tors). Mathematically speaking, “X” is a nec-
essary condition for “Y” and “Y” is a sufficient 
condition for “X” (Figure 1).

Fig. 1. Graph of factors’ causality  
of the socio-economic process
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In the successionist causation approach, 
causal links are established between variables 
that explain the cause within a specific model 
describing the socio-economic process. In this 
case, the first step is to identify independent var-
iables that fix the state of the process at a certain 
moment in time, as well as the result (effect) –  
the dependent variable that needs to be 
explained. Such patterns, associations, or corre-
lations provide the basic building blocks within 
the framework of the “cause-effect” dualism. 
However, it is well known that correlation is not 
causation. Therefore, within the framework of 
this approach, it is necessary to do a lot of work 
to identify the causal relationship by analyzing 
the data using mathematical methods. Identify-
ing a sequence of causes avoids the fuzzy con-
clusion that “everything causes everything” and 
focuses on finding really meaningful influences. 
This is mainly done in two ways.

The first method is to isolate critical causal 
relationships by manipulating data that are ran-
domly divided into test and control samples. In 
this case, all but one of the variables are fixed, 
and thus the strength of the influence of this 
variable on the result is determined. Since the 
samples are identical in composition, only this 
variable can affect the result. Thus, the direct 
influence of the highlighted variable on the 
result can be observed and measured directly.

The second way to identify causality implies 
a similar logic, but the author achieves control 
of the result differently. To examine the verac-
ity and strength of any particular causal rela-
tionship, a test variable is introduced. The 
author tests this variable to see if the original 
influence model has changed. In other words, 
the strength of this variable’s influence on the 
result and the original variable is checked.

Thus, within the framework of the first 
approach, the variables describing the socio-
economic process explain the obtained result. 
Causality is driven by incrementally adding var-
iables, collecting data, creating measurement 

tools and providing capabilities for process-
ing experimental data. At the same time, the 
assessment of causality is based on a deep anal-
ysis of data associated with the search for effec-
tive combinations of variables’ arrays that most 
accurately describe the socio-economic process.

The “configurational causation” approach 
to identifying the causality of relationships in 
socio-economic processes is, in fact, based 
on the ideas of John Stuart Mill outlined in 
the book “System of Logic” [12], which were 
developed in [20, 21]. From a technical point 
of view, this is associated with the transition 
from a methodology based on variables to a 
methodology based on specific (particular) 
cases. From this point of view, the author con-
siders attributes and conditions. Attributes are 
also identifiable through data collection. The 
difference is that the author considers attrib-
utes as part of the socio-economic process, 
and not as independent objects, but, never-
theless, they are independent variables. Thus, 
causality, in this sense, is determined by a spe-
cial configuration of attributes in the whole 
system. Variable analysis in the first approach 
focuses on identifying the contribution of indi-
vidual causes, while configuration analysis tries 
to trace the results based on their combination 
(attributes). This thesis can be schematically 
depicted in the following form (Figure 2).

Fig. 2. Graph of factors’ configurational causality  
of the socio-economic process
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To clarify the meaning of this graph, let us give 
an example of Moore’s study [29], in which the 
early industrialization of Britain was caused by 
such factors as a weak aristocracy, technologi-
cal progress, a strong middle class, the move-
ment of cheap labor, the presence of colonies, 
etc. Any of these factors apart unlikely could 
cause changes in industrial production. How-
ever, taken together, these factors provide a 
powerful boost. Indeed, technological progress 
will not scale production without an influx 
of cheap labor, which is possible through the 
presence of colonies. Thus, the “+” sign in 
Figure 2 means the presence of a certain set of 
attributes. Understanding the attribute as a set 
of interrelated variables, we get the first funda-
mental feature of the second approach. Then 
the limitation of the first approach becomes 
visible, which we identified when examining a 
study devoted to modelling the process of Rus-
sia’s accession to the WTO [30]. The main idea 
of configurational causality is that the change 
in the socio-economic process is due to the 
relationship of variables in the attributes. The 
absence of any variable in an attribute does 
not cause changes, consequently, the attribute 
itself is not the reason for this change. It is the 
combinatorial nature of the attribute structure 
that is the key characteristic of causal com-
plexity, which the author considers in the sec-
ond approach. The second important point in 
understanding the meaning of configurational 
causality is that it is comparable phenomena 
that are compared for the search for causal-
ity. Thus, in the example of the early industri-
alization of Britain, a comparative analysis of 
attributes’ similar structure in the industrial-
ized countries of that period (France and Ger-
many) would give us an answer to the question 
of why Britain became the leader of the indus-
trialization at that time.

Thus, in the second approach a new causal 
logic is established which is significantly differ-
ent from the model of the first approach and 
has the following characteristics:

 attribute configurations explain the reason;

 dissimilar configurations of attributes can 
lead to the same result;

 similar configurations of attributes can lead 
to different results;

 individual sets of attributes can lead to 
opposite results.

Within the framework of the second 
approach, a technology for identifying causal 
relationships was developed, which was called 
qualitative comparative analysis [21, 22]. This 
technology consists of four steps:

1. Put forward a hypothesis and select poten-
tial attributes that could lead to the investigated 
result; 

2. Collecting data (using primary or second-
ary means) and placing them in a data matrix; 

3. Simplification of the “truth table” to 
identify the most significant cause-and-effect 
relationships. Simplification involves deriv-
ing basic causal configurations using analytic 
rules, such as the following: “If two rows of a 
truth table differ in only one attribute, but still 
lead to the same result, then the attribute that 
distinguishes the two rows can be ignored and 
excluded from consideration: Y = X1.X2.x3.x4 
(1100), Y = X1.X2.x3.X4 (1101)”. Here “X” 
(uppercase letter) means code 1 (true), while 
“x” (lowercase letter) means code 0 (false). 
Such a record means that the presence or 
absence of attribute number 4 in the truth table 
x4 (X4) has no meaning for a certain class of 
situations Y = X1.X2.x3, if they are in the same 
truth table;

4. Choice of attributes’ basic configurations 
and interpretation of results.

The generative causation approach is based 
on an ordered sequence of applying rules to a 
set of abstract symbols [1]. Issues related to the 
emergence and development of this approach 
have philosophical roots and are associated with 
the concepts of critical realism [25–28] and 
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generative modeling [30–32]. The key differ-
ence between generative causality is the study of 
cause-and-effect relationships at the level of the 
mechanism of their occurrence and functioning 
in socio-economic processes (Figure 3).

explain the patterns of results. Causal rela-
tionships, in this case, are in the “mechanism 
of action” of causality and are understood as 
“potentials” or “processes” inherent in the 
system under study. Thus, socio-economic 
research begins with templates of results and 
with the hypothesis about the choice and argu-
mentation of attributes. 

The third difference concerns the con-
texts that are needed to explain the typology 
of results. The contexts represent the possi-
ble options in the generative explanation of 
causal links. Contexts are pre-existing insti-
tutional, organizational and social condi-
tions that define the framework for the study 
of causality in the socio-economic process. 
They allow you to develop an infrastructure 
for the study of causality in socio-economic 
processes.

Having described the features of generative 
causality, one can conceptually describe the 
search for causality in socio-economic pro-
cesses. The author explains the causality of 
connections in socio-economic processes by 
the fact that the mechanism (M), acting in the 
context (C), will generate the result, or out-
put (O). This CMO technology offerings are 
the starting point and end product of research. 
The research begins with hypotheses aimed at 
explaining a pattern of outcomes by postulat-
ing how they can be explained within a spe-
cific context. Then the author is carrying out 
empirical research to understand better the 
setting of the action’s mechanism as part of 
an iterative process of correlating input and 
output. 

Thus, comparing the three listed approaches, 
we can state that all of them are the basis for 
the construction of stable informative causal 
links of socio-economic processes and have the 
property of nesting: 

Sequence of causes    Configuration  
of causes    Generalization of causes

Fig. 3. Graph of factors’ generative causality  
of the socio-economic process

The first fundamental difference of this 
approach lies in a different presentation of 
the research result. In generative explanation, 
the goal is to explain what causes causal rela-
tionships, that is, to identify some patterns of 
relationships between attributes and outcomes 
in the form of association rules. A set of such 
patterns can be considered as possible pat-
terns of behavior in the study of socio-eco-
nomic processes. In essence, the presentation 
of the result is also understood as a collection 
of attributes, and the causal arrow is replaced 
with an “equivalence” sign (double-headed 
arrow), which shows the relationship of vari-
ables’ sets. Thus, in the generative approach, 
the results are the object of explanation, since 
they describe more complex sequences, com-
parisons, trends and relationships. 

The second difference is “generative mech-
anisms” or “underlying mechanisms,” which 
reflect the uniqueness of the approach and 
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All three approaches involve the hypothe-
ses’ construction and the interpretation of the 
causality’s model of connections in socio-eco-
nomic processes.

Within the framework of the first two 
approaches, researchers focus on finding 
and applying appropriate methods and tools 
to perform basic calculations that assess the 
strength and quality of communication, since 
these characteristics are fundamental for con-
structing the causality mechanism, which is 
described in the third approach. However, 
in the first two approaches, research has not 
focused on the question of why the individual 
partial causalities of variables and attributes 
make sense. This means that the variables and 
attributes, as well as their interrelationships, 
are responsible for establishing the strength of 
the causal relationship. But they do not take 
into account the infrastructure and context 
of the socio-economic process being con-
sidered, although these characteristics struc-
ture what is happening and affect the qual-
ity of the research. In other words, the first 
approach (sequence of causes), which can 
be conventionally called linear (one-dimen-
sional model), can be improved by adding 
variables, but adding such “element-by-ele-
ment” complexity leads to an increase (expo-
nentially) in computational and descriptive 
complexity. The second approach (configu-
ration of causes) takes into account the rela-
tionships between variables and allows them 
to be represented as attributes. Applying the 
provisions of this approach, we can argue that 
we are dealing with a causal field of factors 
and attributes (two-dimensional model). To 
improve research results in this approach, the 
author used additional comparisons, which 
also leads to an increase in the complexity 
of the model for assessing the relationships’ 
causality. Within the framework of these two 
approaches, it is rather difficult to obtain sta-
ble empirical generalizations and explanatory 
persuasiveness.

The third approach (generalization of 
causes) has the best technology for assessing 
the causality of relationships in socio-eco-
nomic processes since it contains elements 
that allow strengthening generative rea-
soning. However, just because “context –  
mechanism – result” configurations provide 
more explanatory flexibility than variable or 
attribute-based models does not mean that 
they are in any way final or complete. Of 
course, formation the mechanisms of rela-
tionships causality requires a more powerful 
data set and complex assessment methods. 
At the same time, the presence of context 
makes it possible to strengthen the explana-
tory nature of causality in socio-economic 
processes, and the causal space of factors 
makes it possible to transfer the constructed 
mechanism from one area to another with 
minimal losses.

An example of generative causality can 
be found in the discoveries of Nobel lau-
reates in the field of economics who build 
their models proceeding from some causal 
assumptions, obtaining new and generaliz-
ing traditional economic laws. J. Akerloff 
argues that rational behavior in different 
market segments should take into account 
a certain degree of information asymmetry 
between the seller and the buyer [34]. Thus, 
to study the effectiveness of market behav-
ior (according to Pareto), it is proposed to 
add the attribute “information asymmetry.” 
At the same time, the result in such a causal 
space turns out to be multivalued, since the 
attribute “asymmetry” for different catego-
ries of market agents describes the real mar-
ket situation in different ways. Generative 
causation, in this sense, gives rise to a new 
theory of market behavior. The context, in 
this case, may be a specific market in which 
the above causal space of factors is consid-
ered: the used car market, insurance, and 
medical markets and others.
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2. Examples of applying  
the approaches  

to identifying the causality  
of socio-economic processes

Example 1. Successionist causation 

In the work by M.S. Yudaeva [30], the author 
considers the issue of the causal link between the 
process of Russia’s accession to the WTO and 
the consequences of this accession. Sequential 
causation here is an acyclic graph. The author 
proposes using the method of randomized prob-
abilities to evaluate the strength of connections 
in an acyclic graph using a specific example – 
the electric power sector of the Russian econ-
omy.

In his research, the author applied the logic 
of the first approach. However, the phenome-
non of Russia’s accession to the WTO goes far 
beyond the chosen variables, therefore the esti-
mates of the impact obtained can be consid-
ered only partial (for example, no effect was 
found for other industries). 

Despite these shortcomings, this study is 
as accurate as we can get close to manipulat-
ing the WTO accession process to observe the 
effect of one variable (the top of the acyclic 
graph) on another when all other variables are 
considered unchanged. 

The basic logic of this approach remains 
unchanged: the author generated hypotheses 
about causal relationships, collected data on 
a set of suitable variables to study this pattern, 
and, in accordance with the results of the anal-
ysis, explained the alleged reason with a spe-
cific example.

Example 2. Configurational causation 

The studies of the American scientist D. 
Meister [35] in the field of “corporate cul-
ture – profitability of an enterprise” causal-
ity reflect the principles of the configurational 
approach. At the first stage, the author iden-
tified several attributes of corporate culture 

that determine the financial success of a com-
pany: self-improvement, leadership, etc. The 
logic of building causal links is shown in Fig-
ure 4. In this case, the author builds a causal 
field and assesses the strength of links’ causal-
ity based on the results’ statistical processing of 
139 firms employing 5ю.589 people. 

Using an econometric apparatus, D. Meister 
proved that two factors have the greatest influ-
ence on financial success: profit growth (0.81) 
and profit per employee (0.53). The rest of the 
factors have a significantly lower level of impact 
(0.27 and 0.24, respectively). The limitation of 
this study lies in the basic assumption of linear-
ity and independence of the factors’ influence. 

So, the application of QCA technology in 
the framework of the configuration approach 
on specific examples of the study of the cor-
porate culture causality and the main indica-
tors of the enterprise (organization) showed 
the implementation of all the four stages indi-
cated above. Indeed, the assessment methods 
developed by the authors begin with defining 
the structure of attributes that can contrib-
ute to the achievement of the result based on 
common sense, that is, the analysis of man-
agement situations in different organizations. 
Then the author, realizing the complexity of 
the phenomenon under consideration, made 
an attempt, each in his own way, to explain the 
complex interaction of attributes and build var-
ious combinations, sorting them according to 
their importance. Based on the configurations 
obtained, a method for assessing the causality 
of corporate culture and the main indicators of 
the enterprise (organization) was developed.

Example 3. Generative causation 

D. Denison’s model [36] of assessing the 
corporate culture’s impact on the activities 
of an enterprise can be attributed to the gen-
erative approach to the generative causality 
study “corporate culture – the efficiency of the 
enterprise.” 
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Each component of a dual-link is a synergis-
tic sum of several attributes. The corporate cul-
ture includes engagement, alignment, adapta-
bility and company mission. The efficiency of 
the enterprise includes assets and investments, 
sales and product quality, employee satisfac-
tion and the level of innovation, creativity and 
customer focus, sales growth and an increase in 
market share [36, 37]. 

Such decomposition allows us to present 
the mechanism of the relationship between 
corporate culture and efficiency better and 
contains clear signs of generative causality. 
This decomposition is a more accurate tool 
for determining the impact of corporate cul-
ture on the efficiency of an enterprise. D. 
Denison offered his original causal space 
of factors connecting the performance of 
an organization with corporate culture and 
described the mechanism of their action in 
various contexts.

The result of assessing the relationships’ cau-
sality in D. Denison’s model can be considered 
a set of associative relationships that generate 
the mechanism of corporate culture’s causal-
ity and organization’s performance indicators, 
linking attributes (components of corporate 
culture) and results (enterprise performance) 
[36, 37]. 

3. Mathematical  
and instrumental models  

of causality

The work of a fairly large number of scien-
tists – philosophers and psychologists – was 
devoted to the conceptualization of causality 
models at the initial stages of development.

J. Mill [12] substantiated the principles of sci-
entific knowledge and developed several con-
ceptual models for detecting causes and effects 
in the study of socio-economic and other pro-
cesses. He identified the understanding of the 
cause, using the logical interpretation of “cause 
is a necessary and sufficient condition of the 

effect,” and also proposed to use the model of 
differences to identify causality. The essence of 
this model consisted of “sifting” the factors of 
the studied processes through the “sieve” of the 
criterion, which was associated with an assess-
ment of the collinearity of the change in the 
premise and result. 

The second most important conceptual 
model of causality of connections was devel-
oped by the psychologist D.  Hume [38]. The 
basic characteristics of this model are associa-
tions, which the scientist defined as the ability 
to establish connections between sensations. 
Associations structure sensations according to 
the parameters of similarity and spatio-tempo-
ral extent. D. Hume defined the conditions for 
the emergence of the association of causality 
this way: cause and effect must be adjacent to 
each other in time and space, the cause must 
precede the effect and this connection must be 
necessary.

Thus, thanks to the conceptual models pro-
posed in philosophy and psychology, the main 
factors influencing the assessment of the 
causal structure of processes and phenomena 
include the following: statistical relationships 
between events, the temporal order of events 
following each other, a change in the natural 
course of events as a result of different events, 
a-priori representations and installations.

The metric evaluating such combinations of 
occurrence or absence of events can be deter-
mined on the basis of the classical formaliza-
tion of conceptual models – the equation of 
conjugation of cause and effect: ∆p = p (Y | 
X) – p (Y | ¬X). In this equation, the degree 
of conjugation (∆p) is defined as the differ-
ence (according to J. Mill) of the conditional 
probabilities of the consequence Y in the pres-
ence and absence of factor X. Note that such 
formalization does not reflect the direction of 
the causal connection (from cause to effect), 
which plays a key role in assessing causality [7, 
10, 15, 17].
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In mathematics, there are three well-known 
theories associated with modeling socio-eco-
nomic processes under conditions of uncer-
tainty: the probability theory, the theory of 
possibilities and the theory of fuzzy sets.

Probabilistic-statistical, fuzzy and expert 
methods and models are considered as fun-
damental economic and mathematical mod-
els of the causality of relationships between 
factors, implying, first of all, the study of the 
occurrence of events within the framework 
of the experiments, taking into account the 
design of the experimental research. 

The first group of models is associated 
with correlation and regression analysis. 
Within the framework of this group of mod-
els, the structural equations and diagrams 
of S. Wright, the Neumann – Rubin causal 
models, Pearl functional models, David’s 
dynamic models and various graph models 
should be noted. One way or another, in all 
these models, different types of correlation 
analysis are used as a measure of determina-
tion, and the correlation coefficient is cal-
culated. More detailed information on such 
models is contained, for example, in works 
[5, 9, 39–43]. 

The second group of models has received the 
general name “confirmatory analysis” [44, 
45]. The essence of confirmatory factor anal-
ysis is to assess the strength of relationships 
for some latent variable that affects the results 
and attributes. This approach, based on the 
econometric apparatus of dependence stud-
ies, allows one to compare different structures 
of factors. The methodology of confirmatory 
analysis is based on deductive logic, therefore 
this method is popular in assessing the causal-
ity of relationships.

The third group of models is based on 
expert methods for assessing various param-
eters of socio-economic processes based on 
the analysis and comparison of multi-cri-
teria alternatives. The essence of matrix 

expert methods consists of the construction 
of matrices that reflect the relative impor-
tance of the investigated alternatives in dif-
ferent forms for a given pool of features. As 
for graph methods, they, first of all, involve 
the construction of some kind of hierarchical 
(or network) structure that reflects mutual 
influences and implements routes to achieve 
various goals. Note that the proposed divi-
sion is conditional since both graph and 
matrix methods can use separate elements of 
each other simultaneously. Speaking about 
the features of each method, we should pay 
attention to the algorithms of expert assess-
ments that answer the question: how is the 
opinion of an expert or a group of experts 
processed? Among these algorithms, at least 
two groups can be distinguished – algorithms 
for quantitative and qualitative assessments. 
The most common methods of expert rela-
tionships’ causality assessment are meth-
ods that allow one to evaluate various coeffi-
cients of causal relationships between factors 
of socio-economic processes: DEMATEL 
[45–47], MICMAC [48–51], as well as a 
method for detecting and assessing the influ-
ence of implicit factors [39–41].

The DEMATEL method (Decision Mak-
ing Trial and Evaluation Laboratory) [45–47] 
is one of many multicriteria decision-mak-
ing methods that implies the effective iden-
tification of causal relationships of a com-
plex system based on the aggregation of expert 
assessments. This method aggregates the col-
lective expert opinion to exclude random 
relationships between indicators and criteria 
and, based on causal links, identify the most 
important indicators that determine the inte-
gral characteristic. The method allows you 
to determine the direct, reverse and indi-
rect relationships, as well as the direction of 
the interdependence between the criteria and 
indicators. 

The MICMAC method [48] stands for 
“Matrix d’Impacts Croises Multiplication 
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Appliqu  un Classement” which literally 
means a composition of the cross matrix and 
classification. The analysis using this method 
is a procedure for constructing a classifi-
cation matrix of the factors’ cross-influ-
ence and is intended to assess the degree of 
dependence of the variables’ influence (the 
strength of causal links) based on ranking. 
Each of the factors studied belongs to one of 
four clusters: autonomous, dependent, inter-
related and independent. These factors (driv-
ers) are grouped based on a specific potential 
and strength of influence. Autonomous fac-
tors (quadrant 1) are factors that have weak 
potential and strength of influence. As a rule, 
they are practically insignificant in determin-
ing causality. Dependent factors (quadrant 
2) are factors that have a low potential but 
strong influence. Interrelated factors (quad-
rant 3) are factors that have high potential 
and power to influence. These factors are 
causally related, which means that an action 
on one of them will lead to a change in the 
other. Independent factors (quadrant 4) are 
factors that have strong potential but little 
impact. All factors are plotted on a four-clus-
ter graph, where the potential of the variable 
is on the Y-axis and the force of influence is 
on the X-axis.

In the works [39–41, 52], a pool of eco-
nomic and mathematical models is proposed 
that allows, on the study’s basis of organiza-
tional management factors’ variety, to sin-
gle out implicit ones. After this, based on the 
apparatus of fuzzy logic, using the Gauguin’s 
implication, to assess the influence’s degree 
of these factors on other factors’ manage-
ment. As an example, it is proposed to assess 
the impact of corporate culture on the main 
indicators of the organization’s performance. 
At the same time, using fuzzy binary relations, 
it is possible to obtain a causal field of factors 
that determine the causal relationship “cor-
porate culture – the main indicators of the 
organization’s activities.”

4. The main trends  
in causality model development  

of socio-economic processes

Modern digital technologies make it possible 
to receive and process large amounts of data 
in real-time. This makes it possible to widely 
use the arsenal of mathematical theories and 
methods associated with probabilistic, statisti-
cal and expert assessment of various determi-
nants of socio-economic processes.

Accordingly, there are at least three main 
trends that will facilitate a “revolution of reli-
ability” in causal studies of socio-economic 
processes and improve the quality of their 
management.

The first trend is associated with the develop-
ment of existing methods based on the aggre-
gation of estimates obtained using big data 
processing technologies. This trend implies 
the development within the framework of all 
three approaches to assess causality; however, 
it most clearly codifies the first two approaches 
– the sequence of causes and the configuration 
of causes. Indeed, the methods of data mining, 
firstly, are “not afraid” of a multiple increase 
in variables in causal models of the study of 
socio-economic processes. This means that 
using the available tools (SAP Analytics Cloud, 
SAP HANA, Power BI, QlikView, Phyton, R, 
etc.), the researcher, given the data, can per-
form multiple types of checks on various fac-
tors for causality and increase the reliability of 
the result. Secondly, given the availability of 
data, it is possible to build algorithms for for-
malizing quantitative estimates (for exam-
ple, ranking factors) that will partially or com-
pletely replace expert opinion.

The second trend is associated with the use 
of intelligent data processing algorithms that 
can be configured to “measure” the causality 
of fields and factor spaces. This trend will sig-
nificantly formalize the approach of generali-
zation of causes and make it accessible to most 
researchers. Note that the generalization of 
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causes implies the construction of associations 
and classifications (according to D. Hume and 
J. Mill). Within the framework of existing algo-
rithms, The author would like to pay attention 
to two main methods – the algorithm for con-
structing Bayesian networks and the Apriori 
algorithm, which, based on specially prepared 
data sets, allow us to construct association rules 
characterizing the behavioral characteristics of 
people – participants of socio-economic pro-
cesses.

Over the past twenty years, Bayesian net-
works have become one of the basic tools for 
formalizing uncertainties in artificial intelli-
gence. Bayesian networks not only provide a 
natural and compact way to encode factors 
of exponential size in causal space but also 
give efficient probabilistic inference in real-
time [53–56]. It is important that Bayesian 
networks are directed acyclic graphs, where 
nodes are random variables, and edges are 
conditional relationships between random 
variables, distributed either discretely or con-
tinuously. Since most of the structural and 
functional models of socio-economic pro-
cesses are presented in the form of various 
hierarchies (acyclic graphs), then Bayesian 
networks are ideal for identifying the causality 
of relationships in them.

The Apriori algorithm [56] and its modifica-
tions allow one to formalize the so-called rec-
ommender systems, within the framework of 
which associative rules are constructed based 
on data in the form of “if-then” implications. 
Different data slices and sets of variables make 
it possible to establish the causality of relation-
ships in different contexts of socio-economic 
research. The essence of the algorithm makes it 
possible to drastically reduce the dimension of 
data, but its settings and speed of action in real-
time – to carry out a large number of experi-
ments.

The third trend is related to machine learn-
ing algorithms and methods. Due to the flex-

ibility of settings and instrumental support, 
these algorithms allow, within the framework 
of any of the above approaches, to develop 
new methods and technologies for assessing 
causal links in socio-economic processes that 
are not known today.

Conclusion

Within the framework of the theoretical and 
methodological study of generally accepted 
approaches, an attempt was made to study 
the causality of socio-economic processes in 
world science, to build their models based on 
a deep analysis of the content on this issue. 
It should be noted that there are clearly not 
enough publications in Russian science that 
use the three main approaches to the study 
of cause-and-effect relationships, which 
include successionist causation, configura-
tional causation and generative causation. 
The digital format of the development of 
socio-economic processes allows one to go 
from conceptualizing causality directly to the 
applied use of the accumulated experience 
and knowledge in this area, using modern 
tools for analyzing big data. This approach 
will make it possible to more accurately 
identify the cause-and-effect relationships of 
social processes and get a better effect from 
research in this direction. The versatility of 
the methods and models considered guaran-
tees the successful application of software for 
the development of research in the field of 
building applied digital models of causality 
in socio-economic processes. 
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Introduction

On the one hand, expectations of eco-
nomic agents are one of the policy 
references for central banks, but on 

the other hand they also influence the effec-
tiveness of their policy. Such expectations can 
be traced following the opinions of experts 
published in the mass media on the issue of 
central bank policy. That news can reflect the 
perception by economic agents of certain cen-
tral bank policy measures, as well as influence 
this perception [1, 2]. In this study, we are mak-
ing an attempt to quantify these expectations.

Machine learning methods help to process 
large amounts of information, significantly sim-
plify textual analysis, and allow us to get trans-
parent results in aggregated form. Nowadays, 
machine learning methods for news analy-
sis have a wide range of applications and can 
be found in a variety of areas. Machine learn-
ing is used to analyze the texts of news sources 
to predict an election victory [3] and to detect 
fake news [4]. Comments analysis from financial 
microblogs and Twitter is used to predict the vol-
atility of securities [5]. The tourism sector, where 
continuous improvement of service is required 
(e.g. the restaurant and hotel business), actively 
uses the analysis of comments and reviews about 
their businesses on websites [6, 7].

Analysis of news source texts can be useful in 
the context of reviewing research on the pol-
icies of central banks. Blinder et al. [8] have 
shown that the Central Bank’s communica-
tion policy is a powerful tool, as it can improve 
the predictability of monetary policy and has 
the potential to achieve macroeconomic goals 
such as low and stable inflation.

By processing information from news sources 
using machine learning methods, it is possible 
to estimate the level of uncertainty in the expec-

tations of economic agents at each moment. 
For example, uncertainty in macroeconomic 
news can have a negative impact on finan-
cial markets [1, 2]. However, there is empiri-
cal evidence that in some countries monetary 
authorities are responding to investor senti-
ment. For example, the study [9] states that the 
Reserve Bank of Australia lowers the interest 
rate in response to a higher level of uncertainty 
amongst experts from the Shadow Board1. 

Hansen and McMahon [10] investigated 
how news released by the Federal Open Mar-
ket Committee influence market and real eco-
nomic variables. In this study, 76 macroeco-
nomic variables were examined. Using FAVAR 
models, the authors found out that shocks to 
forward guidance are more important than the 
FOMC communication of current economic 
conditions in terms of their effects on certain 
market variables, such as stock indices, and 
macroeconomic variables, such as unemploy-
ment and CPI.

Cieslak and Schrimpf [11] calculated the 
importance of non-monetary news of Central 
Banks reports. The authors found a significant 
difference in the news content depending on 
the communication channel used by central 
banks. According to their estimates, non-mon-
etary news prevails in about 40% of FED and 
ECB statements, and in the context of press 
conference news this share is especially high.

Despite central bank communication 
becoming an integral component of the set 
of tools for conducting monetary policy, the 
range of research on this topic is still quite lim-
ited compared to other macroeconomic policy 
tools. The goal of this study is to describe the 
economic agents’ perception of uncertainty 
in relation to Bank of Russia policy, and ana-
lyze its impact on financial market indicators. 

1  The Shadow Board brings together professional macroeconomists who make 
recommendations for interest rates changes in the week before each meeting 
of the actual Reserve Bank Board.
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To achieve this goal, we construct an indica-
tor of uncertainty in relation to the policy of 
the Bank of Russia based on news from the 
Internet and test the hypothesis of the indica-
tor’s significance for explaining the volatility of 
Moscow Stock Exchange indices returns.

1. Construction  
of an uncertainty indicator

In this study, we considered the news from 
leading Russian media writing about the econ-
omy: RBC, Gazeta.Ru, Finmarket, TASS and 
Kommersant. The data covers the period from 
01.01.2014 to 31.05.2020. The following words 
and phrases were used as queries for the archi-
val search: “Bank of Russia,” “Nabiullina,” 
“CB of RF.” These requests were formed based 
on their popularity and direct relationship to 
the Bank of Russia. The TASS news could not 
be searched by archives, so it was searched by 
headlines. Accordingly, the list of keywords was 
expanded with the following words: “Central 
Bank,” “rouble exchange rate,” “Yudaeva,” 
“Skorobogatova,” “Tulin,” “Shvetsov,” “vice 
chairman of CB.” Headlines were searched 
only for the “politics” and “economics” cate-
gories. After processing all sources, 22,156 arti-
cles were received. Figure 1 shows the monthly 
dynamics of the number of all news items.

Figure 2 shows a diagram of the number of 
articles in each source. The leading position is 
occupied by RBC, and the lowest – by TASS. 
Data are unequally distributed by sources, and 
this is taken into account when constructing 
the uncertainty indicator.

To build the uncertainty indicator, it is neces-
sary to find out what topics are contained in the 
collected corpus of texts in order to select the 
ones that directly relate to the economic pol-
icy of the Bank of Russia. Before this, the data 
needs to be pre-processed. First, we split each 
text into a list of words and symbols (tokeni-
zation). Then we reduced all words to lower-
case so that “CB” and “cb” are not consid-
ered as different words. To decrease the variety 
of words, lemmatization is required: we put all 
nouns in the nominative case and made them 
singular, all adjectives in the masculine gender 
and made them singular as well, put verbs in the 
infinitive form, and so on. The Python 3 pack-
age pymorphy was used for this purpose. Punc-
tuation marks and numbers have been removed 
from the texts, because they do not contain 
any useful information without context. Also, 
conjunctions, prepositions, and particles that 
are quite common in the text, but useless sep-
arately from it, were excluded from the list of 
words. With such text processing, it is assumed 
that the word order in the text does not change 

Fig. 1. Monthly dynamics of news by queries
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its sentiment. This method is named a “bag of 
words.” Each text represented a vector showing 
how many times each word from the dictionary 
appears in it. The resulting number of unique 
words was 269.611. However, this list con-
tained words that occur only once in the text, 
or, conversely, too often. Therefore, we filtered 
rare and frequently occurring words, assuming 
that the word should appear in the total array of 
texts more than three times, but not more often 
than in 40% of the texts. The resulting number 
of unique words after filtering was 52.073.

Afterwards the resulting list of words was 
divided into thematic lists in order to visualise 
them using the word cloud and to determine 
what issues are covered in articles for the que-
ries selected. It is worth noting that each text 
from the text corpus can have several topics, 

despite the fact that they were received by que-
ries using the same keywords. Thus, it would 
be incorrect to assign each text to one spe-
cific topic, and it is necessary to use a different 
approach.

A hierarchical Bayesian model was con-
structed to identify topics found in texts. On 
the first level we set a prior parameter that 
determines the number of the themes split-
ting (Т). On the second level there is a multi-
nomial2 variable with a prior Dirichlet distri-
bution which determines the probability of a 
word’s relation to a predetermined theme in 
the document. This model is also called the 
latent Dirichlet allocation (LDA). The formal 
definition is as follows: a dictionary is a list of 
words that are pre-filtered by the frequency of 
occurrence in the text {1, ..., V }. Each word is a 
vector w, w

i
 {1, ..., V } where exactly one com-

ponent is equal to 1. Each text is a sequence of 
N  words w. We consider a corpus of M texts  
D = {w

d
 | = 1..M}.

Assume that the number of topics Т is set 
exogenously. Each document has a distribution 
of topics within it   p (T | d ). Next, the prob-
ability that a word appears in the document is 
calculated. One of the topics is selected ran-
domly. Each word is included in the selected 
document based on the word distribution  

  p (w | T ). 

Then we form Т hypotheses that the word w 
in document d if it belongs to topic t

1
 or topic 

t
2
, and so on up to topic Т. The total probabil-

ity of the word appearing in the document can 
be calculated using the formula:

           	 (1)

Using the latent Dirichlet allocation algo-
rithm, all words were divided into seven top-

Fig. 2. Number of articles from each source

RBC 
Kommersant 
Gazeta.Ru 
Finmarket 
TASS

2	 A document is a sequence of events in the multinomial model. Each event 
is considered as a random selection of one word from the “bag of words”
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ics3: money and payment systems, financial 
regulation, social sphere, international rela-
tions, stock market, economic forecasts, and 
property transactions (Table 14). Several iter-
ations were made (different values of T were 
tried) until clusters of words were formed that 
could be unambiguously divided into topics. 
The names of these topics were set post factum 
based on these lists of words. It is also interest-
ing to look at what percentage of topics each 
source contains. To do this, we recalculate sep-
arately the words within each source that relate 
to each topic. The results are shown in Figure 
3. It can be seen that economic forecasts take 
up a significant part in each source (13–18%).

3	 The gensim library is used to implement the latent Dirichlet allocation algorithm in Python 3 
4	 The table shows the first 20 words generated by the LDA algorithm for each topic
5	 As the texts are in Russian, all words on the picture are nothing else but the translation

Table 1. 
List of topic names and keywords 

Topic name Keywords

Money and payment 
systems

stock, asset, investor, bargain, security, bond, million, investment, instrument, sberbank, 
large, cryptocurrency, sale, capital, project, shareholder, valuable, gold, exchange, group

Financial regulation
system, organization, instrument, banking, customer, million, credit, report, law, information, 
license, decision, amount, operation, claim, card, activity, regulator, number, case

Social sphere
person, project, thousand, job, region, business, work, nizhegorodsky, most, new,  
development, city, region, other, million, center, very, country, money, place

International relations
president, country, sanction, government, head, putin, announce, vladimir, power, question, 
minister, attitude, against, economic, say, council, state, ukraine, federation, word

Stock market
currency, dollar, oil, week, foreign exchange, level, analyst, rate, decline, barrel, index,  
investor, fall, petroleum, quote, mark, American, factor, expect, country

Economic forecasts
rate, economy, inflation, level, decline, economic, forecast, key, head, nabiullin, policy,  
consider, regulator, increase, declare, say, decision, situation, elvira, estimate

Property transactions
loan, rate, credit, mortgage, thousand, hypothecate, million, borrower, lending, program, 
business, region, income, client, make up, housing, amount, condition, real estate, oblast

Insofar as the main interest of this study is 
the economic policy of the Bank of Russia and 
its perception by economic agents, the topic 
related to economic forecasts was selected and 
visualized (Figure 4).

To measure the uncertainty of economic policy, 
Baker, Bloom, and Davis [12] employed addi-
tional criteria to filter out texts from the corpus 
created by the use of keywords. This approach 
helped to identify texts that contain words related 
to the economy and uncertainty, as well as to take 
into account several terms related to economic 
policy. Following the experience of the authors 
and relying on the visualization presented above, 
the texts that do not contain the words “fore-
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cast,” “risk,” “scenario” or “expectation,” as 
well as their derivatives were eliminated. Further, 
texts that do not contain the word “economy” 
and its derivatives were excluded from the result-
ing text array. Finally, texts that are not directly 
related to the Bank of Russia’s policy were elimi-
nated, according to the words “income,” “infla-
tion,” “rate” and their derivatives. It should be 
noted that the order of filtering texts by keywords 
does not matter, but selected texts have to con-
tain at least one word from all three groups of 
keywords. According to the results of the drop-
out, 4,691 texts remained, which is about 21% of 
the total text corpus.

In addition, in the work of Baker, Bloom, 
and Davis [12] a certain correction control-
ling the number of articles in each source was 
made. Authors divided the number of articles 
with keywords by the total number of articles 
for the period and for each source. Then, within 

А) Distribution of topics within RBC 

B) Distribution of topics within TASS  

C) Distribution of topics within Gazeta.Ru

D) Distribution of topics within Kommersant

E) Distribution of topics within Finmarket
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Fig. 3. Distribution of topics within news sources

Fig. 4. Visualization of the “economic forecasts” topic  
(the larger the font size, the more often  

the word appears in texts)5
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each source standardisation was made. In other 
words, the mean value was subtracted, and the 
series was divided by the standard deviation. 
Thereafter, the data was combined into a sin-
gle array and was summed up over the period. 
Finally, the array was scaled so that the mini-
mum value is zero.

Since the distribution of articles by source 
was unequal in the afore-mentioned study, we 
applied a similar correction. It is important to 
take this correction into account, because each 
source reviews the news with different fre-
quency and, furthermore, may have a biased 
attitude to some issues related to the policy of 
the Bank of Russia, as well as may cover this 
topic with different intensity.

The indicator does not reflect the attitude to the 
Central Bank of Russia in terms of “good” and 
“bad,” but shows an increase of the “discussion” 
around the Bank of Russia’s policy in the context 
of a certain set of topics related to uncertainty. 
Thereby it reflects an increase or decrease in the 
interest in monetary policy. Thus, the constructed 
indicator reflects the perception of uncertainty in 
the Bank of Russia’s policy by the expert com-
munity. It is worth mentioning that this percep-
tion is influenced not only by direct actions of 

the Central Bank, but also by various economic 
and political shocks, such as sanctions that were 
imposed on Russia more than once during the 
period under consideration. The resulting indi-
cator is shown in Figure 5.

In Figure 5 we can observe three periods with 
an increase in the value of indicator: in 2015, 
2016, and 2019. The first increase occurred on 
January 2015, when the Bank of Russia unex-
pectedly lowered the key rate [13] after its sharp 
increase in December 2014 [14], when strict 
measures were undertaken to stabilise the sit-
uation in the foreign exchange market, which 
arose due to a combination of negative eco-
nomic factors (oil prices, sanctions, specula-
tive component in the financial market). At the 
same time, the increase of the uncertainty indi-
cator was observed throughout the second half 
of 2014. That corresponds to the dynamics of 
the exchange rate and the overall increase in 
uncertainty. In March 2015, the Bank of Rus-
sia met the market’s expectations for mone-
tary policy easing [15], but again we can see 
the peak of the indicator, which corresponds to 
the animated debates about the regulator’s fur-
ther actions. At the end of June 2015, inflation 
decreased dramatically, and the Central Bank 
lowered the key rate [16]. This was completely at 

Fig. 5. Dynamics of the uncertainty indicator
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odds with the forecasts of experts and the com-
ments of the Bank of Russia. At that moment, 
we can observe high values of the uncertainty 
indicator, comparable to the peak in March. In 
September, October and December 2015, there 
was much discussion about the destabilization 
of the situation in the foreign exchange mar-
ket due to the rise in oil prices and the key rate 
being unchanged. Further, rate constancy was 
predictable in September and October, but not 
in December, when the Bank of Russia prom-
ised to reduce the key rate by 0.5 pp. [17]. As a 
result, we can observe a new peak of the indi-
cator in December 2015, which is slightly larger 
than the values in June and March.

The Central Bank of the Russian Federa-
tion also refused to lower the key rate in March 
2016, which was in line with the forecasts of 
many analysts [18]. In June [19] and September 
[20] 2016, economic sanctions were strength-
ened, and the key rate was lowered, which led to 
another increase in uncertainty about the policy 
of the Bank of Russia.

Since September 2018, the Central Bank had 
started raising the key rate [21]. By the end of that 
year, the Bank of Russia announced the resump-
tion of currency purchases from January 2019 
and a new increase in the key rate [22], which 
also came as a surprise to many experts and 
reflected the growth of the uncertainty indicator. 
In June 2019, an economic forum took place in 
St. Petersburg (accompanied by a number of neg-
ative political news, such as the ongoing impris-
onment of Michael Calvey). The Bank of Russia 
also lowered the key rate for the first time after its 
gradual increase since September 2018 [23]. At 
that moment, there was a sharp increase in the 
dynamics of the indicator, which corresponds to 
a higher degree of uncertainty in the economy, 
that is also transferred to uncertainty in economic 
policy. The Bank of Russia also commented that 
the key rate was likely to be lowered during the 
next meeting, which happened in July and did 
not cause a surge of uncertainty. In September, 
the rate was lowered for the third time during 

the year [24], but this was associated with a new 
round of economic sanctions, which eventually 
led to another peak of the indicator.

The current situation differs significantly from 
the considered peaks of the uncertainty indica-
tor. The coronavirus pandemic has led to a global 
economic crisis. The decline in economic activity 
and the downward shift in the aggregate demand 
curve also affected oil prices, which led to a 
decrease in the rouble exchange rate. However, 
maintaining the exchange rate in this case does 
not make sense precisely because of the nature of 
the global shock, against which economic policy 
should be addressed. In this regard, many experts 
expected softening (or at least not tightening) 
of monetary policy in order to stimulate aggre-
gate demand. Thus, on April 24, 2020, the Bank 
of Russia decided to reduce the key rate by 0.5 
pp. It is clear that although this decision slightly 
increased the level of uncertainty, the indicator 
stayed at a moderate level. In early May, uncer-
tainty began to subside due to the strengthening 
of the rouble and rising oil prices. However, by 
the end of May, it was actively discussed that the 
Central Bank was going to significantly reduce 
the key rate in June [25]. As a result, dynamics of 
the constructed indicator reflect the events that 
took place in the economy; its high values cor-
respond to the increase of uncertainty in terms 
of perception of the Bank of Russia’s policy and 
falls within the economic logic.

2. The models with the indicator  
of uncertainty

Uncertainty in monetary policy can affect 
the volatility of the exchange rate, which is 
one of the factors of stock price movement in 
the framework of financial theory as extended 
model of the CAPM. In this regard, it is inter-
esting to analyze the impact of the constructed 
indicator on the dynamics of market indices.

We considered models with MOEX and RTS 
stock indices for the period from 01.01.2014 to 
31.05.2020. The hypothesis of significance of the 
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constructed indicator in terms of the impact on 
the variance of the financial market was tested 
using GARCH models. To take into account 
more information, we used the two-week fre-
quency indicator (instead of the monthly ver-
sion). Figure 6 shows that the two-week uncer-
tainty indicator generally has dynamics similar 
to its monthly counterpart. However, the con-
sidered peaks are sometimes higher, since they 
contain information on the events described 
above and are not smoothed out by other obser-
vations within a month.

Firstly, models without the indicator were 
selected to describe the volatility of each index, 
then the indicator was added to the indices’ var-
iance equations. The GARCH( , ) process 
with the mean ARMA(p, q) equation is gener-
ally represented as follows: 

              	 (2)

where h
t
 – conditional variance; 

c – constant in the mean equation; 

 – constant in the variance equation; 

p
s
 – lags coefficients in the mean equation; 

q
s
 – residuals lags coefficients in the mean 

equation; 

 – lags coefficients in the variance equation; 

 – residuals lags coefficients in the variance 
equation; 

y
t
 – current value of the series.

Pearson’s chi-squared test was used to ana-
lyze whether the selected distributions fit the 
innovations in models with the uncertainty 
indicator. To test this hypothesis, the sample 
is divided into several intervals. Let n

i
 be the 

number of elements that fall into the i-th inter-
val, and the probability of a random variable 
falling into the i-th interval is p

i 
. The deviation 

of the sample distribution from the theoretical 
one is determined by the formula:

                             	 (3)

The sum has an asymptotic  distribution 
with degree of freedom f = k – с – 1, where с 
is the number of model parameters determined 
from the sample. If  is less than the  
from the table of critical distribution values of 

 distribution, then the null hypothesis is not 
rejected.

Fig. 6. Dynamics of the two-week uncertainty indicator
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Empirically, the GARCH(1,1) model was 
selected for the MOEX stock index with the 
ARMA(1,1) mean equation and the skewed 
normal distribution of innovations, i.e. 

. A comparison of the normal 
distribution and the skewed normal distribu-
tion of standardized innovations is illustrated 
in Figure 7. It is noticeable that the distribu-
tion of innovations is asymmetric, that should 
be taken into account when estimating the 
model.

To confirm the selected distribution of inno-
vations, the Pearson’s test was used (Table 2).

Table 2. 
Results of the Pearson’s test  

for the MOEX model with adding  
the uncertainty indicator

Groups Statistics p-value

1 20 21.95 0.2867

2 30 28.00 0.5179

3 40 34.54 0.6733

4 50 38.00 0.8725

The p-values are always higher than the sig-
nificance level  = 0.05, so we can conclude 
that the distribution of innovations for this 
model with addition of the uncertainty indi-
cator is selected adequately. The results of 
GARCH models for the MOEX stock index 
are presented in Table 3.

GARCH(1,1) models with ARMA(1,1) and 
skewed normal distribution of innovations were 
also chosen to describe the volatility of the 
RTS stock index on two-week data. Figure 8 
shows that the distribution of innovation is also 
skewed to the left.

The selected model with the indicator was 
also tested to confirm the selected distribution 
of innovations according to the Pearson’s test. 
The results are presented in Table 4.

The p-value is always higher than the sig-
nificance level  = 0.05, so the distribution 
of innovations in the model for RTS with the 
addition of the uncertainty indicator is selected 
adequately, according to the Pearson test. The 
results of GARCH models for the RTS stock 
index are shown in Table 5.
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Fig. 7. Comparison of standardized innovations of the MOEX series  
with normal distribution and skewed normal distribution
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Table 3. 
Comparison of GARCH models for the MOEX index  

with and without the uncertainty indicator on two-week data

Coefficients Model with uncertainty indicator Model without uncertainty indicator

0.0046***
(–0.0002)

0.0046***
(–0.0001)

0.8545***
(–0.039)

0.8232***
(–0.0528)

–0.9999***
(–0.0024)

–1***
(–0.0023)

0
(–0.0000)

0.0003
(–0.0002)

0.1275
(–0.0828)

0.1016**
(–0.0414)

0.3643
(–0.2804)

0.7009***
(–0.1639)

Uncertainty indicator 0.0003**
(–0.0001)

Coefficient of skewness  
of the error distribution

0.5681***
(–0.1129)

0.6124***
(–0.1255)

Schwartz information criterion –3.7484 –3.7417

Fig. 8. Comparison of standardised innovations of the RTS series  
with normal distribution and skewed normal distribution
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3. Analysis of models  
with the uncertainty indicator

Tables 3 and 5 show that the Schwartz infor-

mation criterion decreases when the indica-

Table 5. 
Comparison of GARCH models for the RTS index  

with and without the uncertainty indicator on two-week data

Coefficients Model with uncertainty indicator Model without uncertainty indicator

0.0010
(–0.0044)

0.0004
(–0.0053)

–0.7837***
(–0.1154)

–0.8065***
(–0.1104)

0.8163***
(–0.0882)

0.8356***
(–0.0899)

0
(–0.0000)

0.0003
(–0.0002)

0.0369
(–0.0784)

0.0748**
(–0.0375)

0.2438
(–0.2455)

0.8529***
(–0.0667)

Uncertainty indicator 0.0011**
(–0.0005)

Coefficient of skewness  
of the error distribution

0.7971***
(–0.1051)

0.7329***
(–0.0869)

Schwartz information criterion –2.7201 –2.7038

Table 4. 
Results of the Pearson’s test  

for the RTS model  
with the uncertainty indicator

Groups Statistics p-value

1 20 24.42 0.1805

2 30 33.56 0.2559

3 40 43.43 0.2881

4 50 53.43 0.3079

tor is added. The coefficient of the uncer-
tainty indicator in Table 3 has a positive sign, 
which indicates that the MOEX variance goes 
up by about 0.0003 as the uncertainty indica-
tor increases by one. Although the uncertainty 
indicator is significant at 5% in this specifica-
tion, its impact on the stock market is limited.

In Table 5, the information criterion also 
decreased when the indicator was added. 
The coefficient of the uncertainty indica-
tor is significant at the level of 5% and has a 
positive sign. This indicates that RTS variance 
increases by about 0.0011 as the uncertainty 
indicator increases by one. This result is sig-
nificantly higher than for the MOEX, which 
may suggest that the uncertainty indicator has 
a greater impact on the RTS’s currency com-
ponent than on shares.
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Conclusion

In this study we constructed the uncertainty 
indicator that reflects the experts’ perception 
of the Bank of Russia’s policy. To build the 
indicator, more than 22,000 articles from five 
news sources were used. Those texts were pre-
processed, and all words collected from them 
were divided into topics using the latent Dir-
ichlet allocation algorithm. The words from the 
key topic were visualized using Word Cloud. In 
addition, normalization on the number of arti-
cles in the sources was made. The dynamics of 
the uncertainty indicator were juxtaposed with 
the key events and statements of the Bank of 
Russia.

To check the validity of the constructed indica-
tor, we employed GARCH models that explain 
the volatility of the MOEX and RTS stock indi-

ces based on two-week data. The coefficients 
of the uncertainty indicator obtained were sig-
nificant in the GARCH(1,1) models with the 
ARMA(1,1) mean equation and a skewed error 
distribution for describing both MOEX and 
RTS volatility.

The indicator we constructed can be used for 
forecasting individual macroeconomic variables 
and conducting monetary policy by the Bank of 
Russia, since it reflects the expectations of eco-
nomic agents. A possible direction for future 
research is the construction of indicators of 
exchange rate and inflation expectations. 
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Abstract

Transport and communication infrastructure plays an important role in ensuring economic 
growth, also in the context of the Wuhan coronavirus (SARS-CoV-2) spread worldwide. The role of 
the communication component increases with the epidemic and the associated restrictive measures, 
which replace, to a certain extent, the transport component. We offer an econometric study of the 
macroeconomic production function in the Russian Federation with transport and communication 
infrastructure (the fixed assets average annual value of the Russian transport and communications 
sectors) for 1990–2018. The arguments for this function are the average annual value of fixed assets in 
constant 1990 prices, the average annual rate of the use of production capacities in Russian industry, 
the average annual number of people employed in the national economy, the average annual value 
of fixed assets of transport and communications in constant 1990 prices. Our research demonstrates 
that in 2010–2018 the GDP elasticity to production infrastructure was decreasing. We explain this 
by the reduction in the volume of capital investments in the infrastructure sector’s fixed assets. In 
addition, we offer an analytical modification of the macroeconomic production function for 2020 in 
the context of the spread of the Wuhan coronavirus among the Russian population by introducing 
into this function the average annual rates of labor and infrastructure capacity use, which, along with 
the average annual rate of fixed assets capacity use are functions of the predicted values of the daily 
number of the infected Russian citizens. These predicted values are calculated by the time dependent 
Gaussian quadratic exponent estimated by the least squares. We present the accuracy of the forecast 
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results for the 2020 spring trends of the daily number of Russian and Moscow population infected with 
the Wuhan coronavirus. The average APE forecast error for 30 days ahead for Russia is 10.4% and the 
same for five weeks for Moscow is 10%. Moreover, we make forecasts of the officially published daily 
number of infected Russian population for fall 2020 – spring 2021.

Key words: econometric study; Russian economy; macroeconomic production function; transport and  
communication infrastructure; econometric forecasting; Wuhan coronavirus; SARS-CoV-2; COVID-19;  
rate of use of production factors.
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Introduction 

The production infrastructure is of great 
importance to the national econ-
omy. In his Message to the Federal 

Assembly, the President of Russian Federation 
declares that its modernization and develop-
ment play an important role in strengthening 
the country’s framework, that they give impe-
tus to the development of regions (including 
Crimea and Sevastopol) and contribute to eco-
nomic growth [1]. In particular, the Crimean 
railway bridge, put into operation in 2019, gave 
a powerful impetus to the development of the 
Republic of Crimea and the city of Sevastopol. 
Thus, the development of effective public 
policy measures for sustainable development, 
modernization and efficient use of produc-
tion infrastructure, including its transport and 
communication component, using modern 
economic and mathematical tools is a priority.

A large amount of research has been devoted 
to the development and modernization of the 
Russian transport and communication infra-
structure [2]. One of the pioneers in the study of 
Russian domestic infrastructure was Grigory D. 
Dubelir (1874–1942) whose works are devoted 
to the optimization of the road network [3–7].

In the expertise by N.P. Laverov et al. [8] 
conducted for the project of the construction 
of the international sea channel “Eurasia,” it 

is stressed that a preliminary assessment finds 
possible rather high risks (including transport, 
economic, environmental, political and legal). 
The authors investigate the current state of near 
aquatic and aquatic ecosystems on the territory 
of the planned construction of the “Eurasia” 
channel and highlight the importance of addi-
tional engineering and environmental studies 
to clarify the territory’s water resources, the 
necessity for a deeper study of the options for 
the consequences of the construction of this 
large water management facility. They also pay 
special attention to measures aimed at reduc-
ing the negative consequences of the project.

M.G. Zavelsky [9] introduces an economet-
ric model for forecasting the main macroeco-
nomic indicators for the regions of the Russian 
Federation taking into account the influence of 
the infrastructural factor and, in particular the 
gross regional product (GRP). This model takes 
into account the specifics of the Russian admin-
istrative-territorial units and allows us to pre-
dict with more accuracy the trends in changes in 
these indicators.

V.N. Livshits, I.A. Mironova and A.N. Shevt-
sov [10] substantiate the necessity of making 
State strategic decisions for the development 
of transport infrastructure based on assessing 
the socio-economic efficiency of investment 
projects. They also offer applications of their 
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approach taking the example of investment 
projects for new railway construction in Russia.

E.I. Pozamantir [11] offers a computable gen-
eral equilibrium model of the economy, where 
he examines the most important components of 
the transport infrastructure development strat-
egy – the choice of sources and volumes of cap-
ital investment financing infrastructure devel-
opment, including the impact of this choice on 
the development of the national economy and 
on final consumption. E.I. Pozamantir also 
simulates the formation of internal sources for 
financing an investment fund from the added 
value created in the previous period and presents 
the results of his experimental calculations.

Using methods of mathematical modeling 
and forecasting, V.A. Sadovnichy et al. [12] pro-
vide a quantitative assessment of the long-term 
effects (macroeconomic, social and geopoliti-
cal) of a project for the development of railways 
in the Far East and Siberia, including the con-
struction of a high-speed passenger-and-freight 
highway. Their calculations show that the imple-
mentation of this project will play an important 
role in the socio-economic development of the 
Russian Federation as well as in strengthening 
the geopolitical and geo-economic positions of 
Russia in the Asia-Pacific region and globally.

At the same time, the problem of assessing the 
macroeconomic effect for the development and 
modernization of transport and communication 
infrastructure has not been fully resolved. It is 
primarily due to the concentration of research-
ers on one of its components: more often the 
transport component and less often the com-
munication component. The latter, according to  
V.L. Makarov, plays an important role at the 
present stage of society’s movement towards 
the knowledge economy [13]. The economet-
ric model of the Russian economy’s production 

function proposed by the authors [14] solves this 
problem by separating the average annual value of 
fixed assets of the pure transport and communi-
cations sectors1 into a separate function argument 
which makes it possible to assess the influence 
of infrastructure on such an important macro-
economic indicator of the Russian economy as 
gross domestic product (GDP) for the previous 
years 1990–2012. At this stage, it seems relevant 
to study the production function in the extended 
time interval 1990–2018 to further analyze the 
impact of infrastructure on Russian GDP.

1. Production function model  
and statistics 

In order to assess the impact of the transport 
and communication infrastructure on Russia’s 
GDP, we carried out an econometric study 
of the following macroeconomic production 
function, which was proposed earlier [14], for 
the time periods from 1990 up to 2013–2018:

                  	 (1)

where  is Russian GDP in constant 1990 
prices for year ; 

  
is average annual value of Russian econ-

omy fixed assets in constant 1990 prices for 
year t;

 is the average annual rate of use of produc-
tion capacities in Russian industry for year ;

 is the average annual number of people 
employed in the national economy for year ;

 is the average annual value of fixed assets 
of transport and communications in constant 
1990 prices for year t. 

The econometric study of function (1) was 
carried out by the least squares method based 
on statistical data from Rosstat and the Russian 
Economic Barometer (Table 1). The conver-

1	  The fixed assets of the pure sectors of transport and communications are the fixed assets of 
transport and communications of all economic units regardless of their industry affiliation; i.e. 
the assets of the pure industries or sectors that are reflected in the balance of fixed assets compiled 
by Rosstat (Russian Federal State Statistics Service) 
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Table 1. 
Statistical data for the econometric study in 1990–2018

Year  ,  billion rubles  , million rubles  ,thousands of people  , million rubles

1990 644 1 871 649 100 75 325 251 548

1991 612 1 957 288 100 73 848 265 806

1992 523 2 009 054 73 72 071 277 320

1993 478 2 030 396 74 70 852 283 913

1994 417 2 014 984 61 68 484 288 435

1995 400 1 995 229 60 66 441 289 518

1996 386 1 983 823 54 65 950 289 351

1997 391 1 967 098 54 64 639 289 427

1998 371 1 953 216 55 63 642 289 773

1999 394 1 953 747 62 63 963 290 439

2000 434 1 962 932 66 64 517 291 581

2001 456 1 976 006 69 64 980 295 215

2002 477 1 993 845 70 65 574 301 557

2003 512 2 015 564 73 65 979 309 364

2004 549 2 040 209 74 66 407 318 011

2005 584 2 074 736 76 66 792 327 755

2006 632 2 119 496 78 67 174 340 138

2007 686 2 169 707 80 68 019 353 854

2008 722 2 229 842 77 68 474 367 701

2009 665 2 292 706 65 67 463 383 787

2010 695 2 350 079 72 67 577 402 597

2011 725 2 416 816 78 67 727 419 318

2012 750 2 499 424 79 67 968 439 598

2013 760 2 581 327 78 67 901 468 506

2014 765 2 644 159 77 67 813 496 133

2015 744 2 673 133 75 68 389 520 271

2016 742 2 696 319 77 68 430 539 786

2017 753 2 730 170 79 68 127 557 465

2018 771 2 762 511 78 68 016 572 441

Sources: data for 1990–2012 [14] updated for 2008–2012, data for 1990–2017 [15] updated for 2017, data for 2018 [16–18],  
Rosstat (EMISS database), authors’ calculations according to the methodology [14, 15].
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sion of the average annual value of fixed assets 
of the pure transport and communications sec-
tors into 1990 constant prices was carried out on 
the basis of statistical data from Rosstat by the 
author’s methodology described in [14, 15]. It 
should be noted that, in contrast to the results of 
[14], the authors use a slightly changed average 
annual value of fixed assets of the pure transport 
and communications sectors in 1990 compa-
rable prices for 2008–2012 which is associated 
with the revision of the fixed assets revaluation 
index in 2008–2009. In addition, due to the 
revision of the average annual price index for 
investment products in Russia for 2017, equal 
to 1.026, in contrast to [15], the authors use the 
updated average annual value of fixed assets of 
the national economy in 1990 constant prices 
for 2017. Due to the 2016 change of the meth-
odology for calculating the average annual num-
ber of people employed in the national economy 

by Rosstat in order to proceed to an accurate 
comparison with the data for previous years, we 
calculate the values for 2017–2018 by average 
annual growth rates for 2017 and 2018 [15, 16]. 

2. Results  
of the econometric study

As a result of an econometric study of func-
tion (1) for the extended time intervals 1990–
2018, it turns out (Table 2) that this func-
tion appropriately describes the process of 
expanded reproduction of the Russian econ-
omy both from the point of view of economic 
theory and the classical econometric criteria.

Relying on the table the following may be high-
lighted. 

1. Signs at the coefficients of the production 
function are consistent with the provisions of 
economic theory.

Table 2.
Results of an econometric study of the Russian economy’s production function  

in regard to infrastructure (1) for 1990–2018

Time period
Coefficients and (in brackets)  -statistics

1990–2003 –7.84 (–2.27) 0.83 (10) 0.03 (0.10) 0.91 2.10

1990–2004 –11.15 (–4) 0.87 (11) 0.28 (1.25) 0.91 1.99

1990–2005 –12.94 (–6) 0.89 (11) 0.42 (2.27) 0.92 1.93

1990–2006 –14.18 (–7) 0.90 (12) 0.52 (3) 0.93 1.88

1990–2007 –15.09 (–9) 0.91 (12) 0.59 (4) 0.94 1.83

1990–2008 –16.13 (–11) 0.91 (12) 0.67 (6) 0.95 1.71

1990–2009 –17.01 (–14) 0.89 (12) 0.74 (7) 0.95 1.53

1990–2010 –16.36 (–16) 0.89 (12) 0.69 (8) 0.96 1.69

1990–2011 –15.29 (–14) 0.89 (10) 0.61 (7) 0.95 1.33

1990–2012 –14.28 (–13) 0.86 (9) 0.53 (5) 0.94 1.01

1990–2013 –13.40 (–13) 0.85 (8) 0.47 (5) 0.94 0.82

1990–2014 –12.67 (–12) 0.85 (8) 0.41 (4) 0.93 0.70

1990–2015 –11.97 (–12) 0.87 (8) 0.35 (4) 0.93 0.64

1990–2016 –11.31 (–12) 0.88 (8) 0.30 (3) 0.92 0.57

1990–2017 –10.80 (–11) 0.88 (7) 0.25 (3) 0.91 0.50

1990–2018 –10.46 (–11) 0.88 (7) 0.23 (2.3) 0.91 0.47
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2. All arguments of the function, i.e. factors of 
production, are statistically significant.

3. High values ​​of the coefficients of determi-
nation  (0.91–0.94) indicate the presence of a 
very close goodness-of-fit between Russia’s GDP 
and production factors (fixed assets, the number 
of employees, and fixed assets of infrastructure).

4. The fact that the Durbin–Watson DW sta-
tistic falls into the zone of positive autocor-
relation reduces, to some extent, the model’s 
verification, but at the same time indicates 
the influence on Russia’s GDP of other unac-
counted factors, such as the world oil price, 
which was investigated by the authors in [15].

Moreover, the production function (1) has 
a fairly good predictive power for 2005–2018. 
Thus, the direction of the trend lines of the ex-
post forecast of Russia’s GDP coincides almost 
everywhere with the direction of the trend lines 
of the actual GDP (Figure 1), and the errors of 
the ex-post forecast, calculated by the formula: 
APE

t
 = |Y

t (forecast) 
/Y

t (actual) 
 – 1 |  do not exceed 11%

except for two years (Figure 2).

Actual Russian GDP in constant 1990 prices  
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1990 prices
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Fig. 1. Actual and ex-post forecasts for 2005–2018  
Russian GDP in 1990 constant prices made by function (1) 

estimated in 1990–2004

Fig. 2. Ex-post forecast errors APE of Russia’s GDP  
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3. Conclusions from  
the results of the econometric study

Based on the results of econometric research 
(Table 2), we come to the following conclusions.

1. Russian GDP elasticity to production infra-
structure , which characterizes the contribution 
of infrastructure to GDP reproduction, increased 
in 2003–2009 from 0.03 to 0.74 and decreased in 
2009–2018 from 0.74 to 0.23 (Figure 3).

2. A decrease of 3.5 times (from 8 to 2.3) in 
the value of t-statistics of the coefficient for the 
infrastructure  during 2010–2018 indicates a 
weakening of the statistical significance of infra-
structure and, consequently, its impact on the 
expanded reproduction of Russia’s GDP.

One of the important factors indicating a 
decrease in the role of transport and commu-
nication infrastructure in the Russian economy 
since 2009 is a decrease in the weight (tonnage) 
of goods transported by all modes of transport in 
Russia in 2009–2018 (Figure 4). Thus, in 2003–
2008 tonnage increased from 8.8 to 9.5 billion 
tons, while in 2009 it fell to 7.5 billion tons, and 
even though in subsequent years 2010–2018 the 

Years
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weight of the transported goods began to grow, it 
could not even reach the 2003 level.

What are the reasons for the decline in the 
role and importance of infrastructure in the 
expanded reproduction of the Russian national 
economy in 2009–2018?

In our opinion, the main reason for this 
decline is the reduction in capital investments 

in the Russian transport and communication 
infrastructure.

Indeed, in 2003–2009 the average annual 
rise of physical volume of investments in fixed 
assets of the pure transport and communica-
tions sectors was 117.2%, and in 2010–2018 
it was only 99.4% (calculated by the authors 
based on the data in Figure 5).

Fig 3. Russian GDP elasticity to production infrastructure  for 2003–2018 (Table 1)

Fig. 4. Transportation of goods by all modes of transport in the Russian Federation in 2003–2018
Source: Rosstat (EMISS database)
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Thus, we see that today the transport and com-
munication infrastructure of the Russian econ-
omy needs significant capital investments aimed 
at its effective modernization and sustainable 
development. It will, in turn, contribute to the 
acceleration of growth and sustainable develop-
ment of the entire Russian national economy.

Meanwhile, since the beginning of 2020, the 
movement towards sustainable development 
and the acceleration of economic growth in 
both the Russian and world economies have 
been undermined by the wide spread of coro-
navirus disease 2019 (COVID-19), caused by 
the Wuhan coronavirus transmitted from per-
son to person. The Wuhan coronavirus [22, 23] 
is the severe acute respiratory syndrome coro-
navirus 2 (SARS-CoV-2), which first appeared 
on the seafood market in the Chinese city of 
Wuhan in December 2019. Below we will use 
the term Wuhan coronavirus, which, along with 
the terms SARS-CoV-2, COVID-19, 2019-
nCoV, Wuhan seafood market pneumonia virus, 
is commonly used in scientific literature [22]. 
It is the original name of this novel coronavirus 

(proposed by Chinese researchers [22], includ-
ing the Chinese Academy of Sciences [23]) and 
it is understandable to a wider range of readers 
with no medical background.

In the absence of specific anti-coronavirus 
medications, an anti-coronavirus vaccine and 
(at the initial stage) a sufficient amount of per-
sonal protective equipment, the Wuhan coro-
navirus, which started (according to official 
data) to actively spread in Russia from the end 
of February 2020, led to losses among the pop-
ulation. It forced the Russian State authori-
ties to introduce, starting from March 2020, 
restrictions of varying severity on the movement 
of people, communication and the economic 
activities of enterprises and organizations. 
These restrictions, on the one hand, helped to 
slow the spread of the Wuhan coronavirus but, 
on the other hand, caused some damage to the 
Russian economy. In this respect, it seems rele-
vant to modify the macroeconomic production 
function of Russia, in regard to the Wuhan cor-
onavirus spread and the subsequent epidemic 
restrictions.

Fig. 5. Index of physical volume of investments in fixed assets for the full range  
of organizations for Russia’s pure transport and communications sectors in 2003–2018.  

Source: Rosstat (EMISS database) and authors’ calculations for 2017–2018
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Table 3.
Results of an econometric study for the quadratic exponential  
(Gaussian) function (2) of the daily number of people infected  

with the Wuhan coronavirus in Moscow and across Russia, spring 2020

№ Time  
period

Coefficients  
 -statistics

 

Daily infection 
peak forecast 

for 2020

Onset of zero (single) daily 
infection forecast for 2020

date 

number  
of 

infected, 
persons

date

total number  
of people infected since the 
beginning of the epidemic, 

thousand people

Moscow

1 12.03–11.04
–0.0025 

(–1.43)

0.2788

(5)

0.8896

(2.23)
0.88 2.70 6.05 5821 7.07 206.5

15 12.03–25.04
–0.0030

(–5)

0.2935

(11)

0.8158

(3)
0.93 2.68 29.04 3080 23.06 100.6

Russia

2 2.03–1.05
–0.0018

(–14)

0.2648 

(31)

0.3659

(2.79)
0.99 1.07 13.05 11618 28.07 484.9

Sources: [19–21] (numbering of functions is kept as in the original sources) 

4. Modification of the model  
in regard to the Wuhan coronavirus  

spread for 2020

One of the co-authors of this article offered 
and investigated by the least squares method 
an econometric model for the spring phase of 
the daily spread of Wuhan coronavirus cases in 
Russia (dated 10 May 2020 [20, 21]) and Mos-
cow (dated 26 April 2020 [19]): 

                                  ,	 (2)

where y
T
 is the number of people infected with 

the Wuhan coronavirus per day; 

T is time (day); 

e is the base of natural logarithm.  

The results of the study are shown in Table 
3. The functions investigated in [19–21] pre-
dict the daily number of people infected from 2 
May 2020 to the end of July 2020 (Russia, Fig-
ures 6 and 7) and from 26 April 2020 to early 
July 2020 (Moscow, Figures 8 and 9).

As we can see in Figure 6, function 2 (Table 3) 
indicated the forecast date of the peak number 
of Russian citizens infected with the Wuhan 
coronavirus (13 May 2020, 11,618 people) two 
days after the actual peak (11 May 2020, 11,656 
people).

Function 1 (Table 3, Figure 8) predicted a 
peak in the number of infected Muscovites on 
6 May 2020 (5821 people), i.e. the day before 
the peak of the actual incidence on 7 May 
(6703 people), with an error in the number of 
infected citizens of Moscow equal to 13% (Fig-
ure 9). Functions (2) studied in [19–21] pre-
dicted the daily number of Russian citizens 
infected with the Wuhan coronavirus 30 days 
ahead, on 2–31 May 2020, with an arithme-
tic mean APE error of 10.4% (Figures 6 and 7, 
Table 3) and Moscow citizens for five weeks 
ahead, on 26 April – 1 May (function 15, Table 
3) and 2–29 May 2020 (function 1, Table 3), 
with an arithmetic mean APE error of 10% 
(Figures 8 and 9), where  
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Fig. 6. Actual and forecasted values of the daily number of people infected  
with the Wuhan coronavirus in Russia for 2–31 May 2020 according to function (2) (Table 3)

Source: [19] and “стопкоронавирус.рф”
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 is number of days of the forecast period. 

A feature of the methodology of economet-
ric forecasting by function (2) is that the degree 
of accuracy and scientific validity of the fore-
cast, as well as confidence in it, depends not 
only on the correctly selected type of func-

tional dependence, but also on how many of 
the estimated functions are confirmed by the 
forecast. Thus, the degree of confidence in the 
forecast is higher if the same or close values ​​are 
predicted by a function estimated not over one 
time interval, but over several intervals. Indeed, 
all functions (2) for Russia (except one), esti-
mated in the time intervals from 2 March 2 to 
30 April – 10 May 2020, predict the same dates 
for the peak daily number of Russian citizens 

Actual Function 2 forecast
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Persons
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infected with the Wuhan coronavirus – 14 May 
2020. Only one of the functions (2), studied 
from 2 March to 1 May 2020, predicts reaching 
the peak the day before – 13 May 2020, which 
is very close to the actual peak date – 11 May 
2020 (Figure 10). In addition, all 11 functions 
predict very close (within 5% error) values of 
the peak daily cases in the range of 11.6–12.2 
thousand people, which are very close to the 
actual peak daily cases on 11 May – 11.7 thou-
sand people (Figure 11). 

In addition, all these functions indicated very 
close dates of attenuation (onset of zero val-
ues) of the Wuhan coronavirus spread: 28 July 
(5 functions) and 29 July 2020 (the remaining 6 
functions) (Figure 12). Despite the fact that the 
coronavirus in Russia was not defeated on these 
dates, there was a significant attenuation of its 
spread to 5.3–5.4 thousand people per day. It 
should be noted that significant discrepancies 
between the predicted and actual values of the 
daily number of Russia and Moscow citizens 
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Fig. 7. APE forecast errors of the daily number of people infected 
 with the Wuhan coronavirus in Russia for 2–31 May 2020 according to function (2) (Table 3 and Figure 6)
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Fig. 9. APE forecast errors of the daily number of Moscow citizens infected with the Wuhan coronavirus 
 26 April – 31 May 2020 according to functions 1 and 15 (Table 3, Figure 8, [19]) 
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Fig. 12. The predicted dates for the onset of zero (unit) values of the number of Russian citizens  
infected with the Wuhan coronavirus according to function (2) estimated  

from 2 March to 27 April – 10 May 2020. Source: [19]

Fig. 10. Actual and predicted dates of the peak number of Wuhan coronavirus-infected Russian citizens  
according to function (2) estimated from 2 March to 27 April – 10 May 2020. Source: [19]

Fig. 11. Actual and predicted peak number of Russian citizens infected with the Wuhan coronavirus  
according to function (2) estimated from 2 March to 27 April – 10 May 2020, persons Source: [19]
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infected with the Wuhan coronavirus, which 

appeared in the first days of June 2020, were 

caused by certain factors in mid-May – early 

June 2020: the weakening and subsequent can-

cellation of the strict isolation regime (length 

Function 4a (Table 4)

of which occupied the main part of the length 

of the time intervals for the function (2) econo-

metric estimation), the availability of free test-

ing for the Wuhan coronavirus and for the anti-

bodies (which brought an element of greater 
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Fig. 13. Actual and forecasted values of the officially published daily number  
of people infected with the Wuhan coronavirus in Russia 

 for 15 October – 2 December 2020 according to functions 3a and 4a (Table 4)

Actual Function 3a (Table 4)
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randomness to the indicator of the daily num-
ber of Wuhan coronavirus infection).

Despite these considerations, it seems to 
us possible to use the above methodology for 
forecasting the fall-winter phase of the spread 
of the officially published (registered) cases of 
the Wuhan coronavirus in Russia. Indeed after 
some stabilization in August further statistics 
indicate an increase in cases of infection. First, 
we proceed with finding the pivot point (date) 
of growth which, as illustrated by the statistics, 
is 22 September 2020.

It should be noted that functions (2) in the 
time intervals from 22 September to 13–31 
October 2020 describe quite adequately from 
the point of view of classical econometric crite-
ria the fall dynamics of the officially published 
daily number of people infected with the Wuhan 
coronavirus in Russia. One of them is function 
4a, estimated from 22 September to 16 October: 
it is most accurately predicted from 17 October 
to 20 November 2020 (for 35 days ahead) with 
an average APE error of 6.5% (Table 4, Figures 
13 and 14). However, starting from 19 Novem-
ber the forecast errors of the 4a function begin to 
grow, and the actual values ​​from 19 November 
to 2 December 2020 are between the predicted 
values ​​of the 3a and 4a functions, approaching 
the predicted values ​​of the 3a function, the peak 
of which is expected on 22–23 November 2020 
with 26211 persons (Figures 13 and 14). The 
average APE forecast error for 19 November – 
2 December 2020 (14 days ahead) for function 
3a is 5.3%. Thus, functions 3a and 4a indicate a 
forecast corridor with the APE arithmetic mean 
error for 7 weeks, which does not exceed 7%.

Thus, function (2) can be used for further 
forecasting. According to this function fore-
casts (Table 4), the autumn–spring phase of the 
Wuhan coronavirus spread in Russia may reach 
its peak on 31 October – 10 November 2020 
(17.1–20.5 thousand people per day) and sub-
side by 4 March – 15 April 2021, when the total 
number of infected people reaches 2.2–2.6 mil-
lion (functions 4a–6a from Table 4, Figure 15).

Under the worst-case scenarios, the offi-
cially published peak could be reached 26–30 
thousand people per day on 23–30 November 
2020 and the epidemic will subside by 5–30 
May 2021 when a total number of infected will 
be equal to 3.4–3.9 million people (functions 
2a–3a from Table 4, Figure 15).

In the worst case scenario, the projected offi-
cially published peak population can reach 
38 thousand people per day on 11 December 
2020, and the spread of the second phase of the 
virus will stop on 29 June 2021 with the total 
number of infected 5 million people (function 
1o from Table 4, Figure 15).

It appears to us that the predicted values ​​of 
the daily number of Russian citizens infected 
with the Wuhan coronavirus can serve as an 
input parameter for a modified production 
function.

The spread of the Wuhan coronavirus in Rus-
sia reduced, first of all, the level of use of almost 
all production factors: fixed assets – due to the 
temporary closure of many enterprises and 
organizations from 25 March to 11 May 2020; 
labor – due to the forced isolation of some cit-
izens due to the coronavirus disease or close 
contacts with virus carriers; the transport part 
of the infrastructure – due to a decrease in the 
number of passenger flights, rail and sea trans-
port. The only factor of production, the use of 
which has sharply increased during the period 
of restrictive measures on coronavirus and the 
transition of most people to remote communi-
cation and work, is the communication part of 
the infrastructure.

Thus, the modified Russian macroeconomic 
production function in regard to Wuhan cor-
onavirus restrictions for 2020 looks as follows: 

where v
t  

is the average annual rate of labor 
capacity use for year t ; 

I
Tt 

 is the transport component of infrastruc-
ture for year t; 
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Fig. 14. APE forecast errors of the officially published daily number of people infected  
with the Wuhan coronavirus in Russia for 15 October – 2 December 2020 according  
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I
Ct 

 is the communication component of infra-
structure for year t; 

w
Tt 

 is average annual rate of infrastructure 
transport component capacity use for year t;

w
Ct

 is average annual rate of infrastructure 
communication component capacity use for 
year t. 

It is reasonable to assume that the aver-
age monthly rate of labor capacity use for the 
month  will represent some function F which 
is a function of strict isolation depending on 
the number of people with Wuhan coronavirus 
disease and persons in contact with them. All 
those persons are out of the labor force com-
pletely or partially due to temporal illness or 
quarantine. The function increases by the total 

Table 4.
Results of econometric study for the quadratic exponential (Gaussian) function (2)  

of the officially published daily number  
of Wuhan coronavirus-infected Russian citizens, fall 2020

№  Time  
period 

Coefficients  
 -statistics

Daily infection 
peak forecast  

for 2020 

Onset of zero (unit) daily infection 
forecast for 2021

    date

number  
of 

infected, 
persons

date

total number of people 
infected since the 

beginning of the epidemic,
million persons

1a 22.09–12.10
–0.0003  
(–1.75)

0.1613 
(2.32)

12.46
(1.66)

0.99 1.39 11.12 38362 29.06 5.0

2a 22.09–13.10
–0.0003  
(–2.37)

0.1848 
(3)

14.96
(2.26)

0.99 1.36 30.11 30191 30.05 3.9

3a 22.09–14.10
–0.0004  

(–3)
0.2040 

(4)
17.01
(2.90)

0.99 1.33
22.11
23.11

26211 5.05 3.4

4a 22.09–16.10
–0.0005  

(–4)
0.2540 

(5)
22.35

(4)
0.99 1.51 10.11 20512 5.04 2.6

5a 22.09–19.10
–0.0006  

(–7)
0.2803 

(8)
25.17

(6)
0.99 1.57 6.11 18892 23.03 2.4

6a 22.09–28.10
–0.0007  

(–15)
0.3350

(16)
31.12
(14)

0.99 1.56 31.10 17150 4.03 2.2

Source of statistical data for econometric research: Communication Center of the Russian Federation Government 
(стопкоронавирус.рф)

number of people infected with the Wuhan 
coronavirus per month : 

where  is the number of people infected with 
the Wuhan coronavirus per day T of the month 
; 

n is the number of days in the month .

The average monthly rate of the use of pro-
duction capacities (fixed assets)  for month 
 will be described by a piecewise linear func-

tion depending on the restrictions applied to 
the functioning of enterprises and organiza-
tions, which become more strict depending on 
the excess of the daily number of infected peo-
ple  of some epidemic thresholds and weakened 
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depending on the fall of this indicator below 
thresholds: 

 

where  are the epidemic thresholds of the 
daily number of people infected with the 
Wuhan coronavirus in accordance with the 
three stages of coronavirus restrictions in Rus-
sia introduced by Rospotrebnadzor (Russian 
Federal Service for Surveillance on Consumer 
Rights), i = 1, 2, 3. Moreover, z

0
 corresponds to 

the pre-coronavirus level of production capac-
ity use. It is obvious that z

0
 > z

1
 > z

2
 >z

3
, i.e. the 

function decreases with respect to the number 
of people infected with the Wuhan coronavirus 
and the values of epidemic thresholds.

The function of the average monthly rate 
capacity use of the transport component of the 
infrastructure  will have the same piecewise 

linear form; it will also decrease with respect to 
the number of infected people.

On the contrary, the function of the average 
monthly rate capacity use of the communica-
tion component of the infrastructure  will 
increase according to the number of people 
infected with the Wuhan coronavirus and epi-
demic thresholds: 

i.e. w
C0

 < w
C1

 < w
C2

 <w
C3

, where  are the epi-
demic thresholds of the daily number of people 
infected with the Wuhan coronavirus in accord-
ance with the 3 stages of coronavirus restric-
tions in Russia introduced by Rospotrebnadzor,  
i = 1, 2, 3.

Average annual values of factors capacity use 
rates are calculated as arithmetic mean of their 
monthly values: 

Fig. 15. Actual values (from 13 October to 2 December 2020) and forecasted values  
(for 13 October 2020 – 31 March 2021) of the officially published daily number of Russian citizens infected  

with the Wuhan coronavirus (Table 4)

Persons
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We should note that the role of the infra-
structure communication component w

Ct 
I

Ct
 

increases with the Wuhan coronavirus epi-
demic and the associated restrictive measures, 
which replaces, to a certain extent, the trans-
port component w

Tt 
I

Tt
.

Conclusion

We offer the econometric study of macroeco-
nomic production function of the Russian Fed-
eration with transport and communication infra-
structure (the fixed assets average annual value of 
the Russian transport and communications sec-
tors) for 1990–2018. Our research demonstrates 
that in 2010–2018 the GDP elasticity to produc-
tion infrastructure is decreasing. We explain it 
by the reduction in the volume of capital invest-
ments in infrastructure sectors’ fixed assets. 

In addition, we offer an analytical modifica-
tion of the macroeconomic production func-
tion for 2020 in the context of the spread of the 
Wuhan coronavirus among the Russian pop-
ulation. In was done by introducing into this 

function the average annual rates of labor and 
infrastructure capacity use, which, along with 
the average annual rate of fixed assets capacity 
use are functions of the predicted values of the 
daily number of the infected Russian citizens. 
We make econometric forecasts of the officially 
published daily number of infected Russian 
population for fall 2020 – spring 2021. These 
forecasts have been made on the basis of time-
dependent quadratic exponential (Gaussian) 
function estimated by least squares method.

We would like to emphasize that the modi-
fication of the Russian macroeconomic pro-
duction function in regard to the spread of the 
Wuhan coronavirus in 2020 was carried out in 
an analytical form. Its practical implementa-
tion, hindered at the moment by the lack of 
annual and, partly, of monthly statistical data 
for the current year, will be carried out at the 
next stage of our research. 
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